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This report provides an update of the IPCC Fourth Assessment Report (AR4), focusing on the physical climate system that in the IPCC work is addressed by its Working Group I. The report considers progress in understanding of the human and natural drivers of climate change, climate observations, attribution, key climate feedback, as well as ocean acidification. Recent developments and near future prospects of climate modelling are also discussed in brief. Some of the key findings that the recent literature brings forth include:

- Parts of the Greenland and Antarctic ice sheets have shown rapid melt over recent years.
- Solar cycle effects on global temperatures are small compared to anthropogenic forcing.
- More emerging research on the “other CO2 problem”, ocean acidification.
- Climate change may have significant effects on natural carbon sinks.
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Preface

The Nordic Ministers of Environments established the Nordic COP 15 Group early in 2008. In January 2010 the group was renamed to the Nordic ad hoc Group on Global Climate Negotiations. The main tasks of the group are to prepare reports and studies, conduct relevant meetings and organize conferences supporting the Nordic negotiators in the UN climate negotiations. The overall aim of the group is to contribute to a global and comprehensive agreement on climate change with ambitious emission reduction commitments.

This report provides an update of the IPCC Fourth Assessment Report (AR4), focusing on the physical climate system that in the IPCC work is addressed by its Working Group I. The report considers progress in understanding of the human and natural drivers of climate change, climate observations and attribution and key climate feedback, ocean acidification. Developments and near future prospects of climate modeling are also discussed in brief.

The report is written by four leading Nordic climate scientists: Markku Rummukainen, Jouni Räisänen, Jens Hesselbjerg Christensen and Halldór Björnsson. The focus is on the physical climate system and climate change science. The overall volume of international climate research and new findings does not allow a fully comprehensive account of all new findings. The aim has been to provide an educated and representative account on new findings over the past four years of scientific research on the physical climate system of key relevance to contemporary climate change.

We would like to thank the authors as well as Professor Jean-Pascal van Ypersele and Professor Frank Raes who have conducted a review of the report. The authors are responsible for the content of this report. The views expressed and conclusions drawn do not necessarily reflect those of the Nordic Ad Hoc Group on Global Climate Negotiations.

Stockholm May 2010

Olle Björk
Chair of the Nordic Ad Hoc Group on Global Climate Negotiations
Summary

Since IPCC AR4 in 2007, climate science has made continual progress for more than three years. This is reflected both in the number of new scientific papers, but also in the development of the research agenda. By and large, the physical climate science as assessed by IPCC Working Group I in AR4 appears robust in the light of more recent research. The knowledge base is of course continuously developing. For example, there has been clear progress on research questions such as ocean acidification and Earth system feedback.

Some of the key findings that the recent literature brings forth include:

- Signs of continued climate change are evident. Warming in the last few years has not been as strong as in the years immediately before, but this falls within expected short-term variations due to e.g. internal climate system variability
- The global sea level also continues to rise. Recent estimates of the future sea level rise indicate values beyond the higher end of the AR4 range. Due to persisting limitations in modelling ice sheet dynamics, many of these more recent studies are based on semi-empirical modelling or inferences from past climates
- The 2007 summer Arctic sea ice minimum was not followed by yet lower amounts, but the long-term trend is unchanged, towards continued reductions in sea ice
- Parts of the Greenland ice sheet have shown rapid melt over recent years. It is not well-established whether this is a temporary phenomenon or signals a long-term trend. The Antarctic ice sheet is also losing mass
- The so-called other CO₂ problem, ocean acidification, is becoming more extensively studied. Whereas the acidity increase of ocean water is fairly easy to quantify for a given rise in atmospheric CO₂, the impacts on marine systems are not well understood
- There is no firm evidence of major changes in tropical cyclone behaviour resulting from global warming, although with continued global warming some gradual intensification of the strongest cyclones is possible
- After quite a few years of no significant changes since the early 1990s, the atmospheric methane concentration has exhibited renewed growth since 2007
- Solar cycle effects on global temperatures are small and even though it is possible that we are entering a prolonged period with low solar
activity, this will at best temporarily slow down future warming. The galactic cosmic ray/clouds/climate hypothesis remains unproven.

- Warming has now also been detected over some of the Antarctic ice sheet. Observed Arctic warming has been difficult to attribute to anthropogenic global warming due to the large natural variability in the region. Such attribution has now progressed. Attribution studies have in general started to address scales smaller than the global or continental scales, as was the case in AR4, and a wider range of variables in addition to temperature.

- Estimates of climate sensitivity remain essentially unchanged since AR4.

- The CO₂ concentration may increase more for a given amount of global emissions than previously assessed, in light of new studies on the climate-carbon feedback and the possibility of climate change reducing the efficiency of natural carbon sinks.

- A positive climate-carbon feedback reduces any “allowable emission space”, in the sense that when targeting some atmospheric stabilisation level, or some specific temperature target, the total emissions must be less than if the carbon cycle did not react to climate change.
Introduction

The science of the physical climate system underlies our understanding of how our actions may affect the climate, as well as providing constraints on efforts to limit climate change. Available knowledge, at any time, consists of robust findings and various uncertainties. The latter represent limits to our knowledge and are as important to policy-makers as those aspects that are scientifically well-established. Research successively transfers uncertainties into more robust knowledge, but also leads to new questions. Sometimes, knowledge that previously has been seen as robust (well established) may undergo important revisions.

The scientific process is continuously ongoing. New pieces are constantly added, earlier ones are tested anew and some perhaps replaced. New scientific findings, especially the most recent, need to be examined and placed in context with earlier knowledge. This can be done through reviews that update scientific knowledge in some specific field. Such reviews make frontline research available to policy-makers more readily than findings published in articles in scientific journals. Any knowledge update is nevertheless conditional on new findings.

The current report provides an update on the science of the physical climate system. The review builds on peer-reviewed scientific literature published since the Working Group I report in the Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC AR4) of 2007\(^1\). Some reviews of this kind have recently been published\(^2,3,4,5,6\). We provide a brief commentary on these.

Our review covers recent observations on the climate system, natural and anthropogenic climate forcing, climate system sensitivity and Earth system feedback, specific issues such as sea levels and the cryosphere, as well as projections of climate change over the 21st century. Recent findings are discussed against the backdrop of the AR4 assessment and thus the pre-2007 literature.

Physical climate system science as such is thoroughly policy-relevant, but there is also a need to frame the discussion with directly relevant climate policy issues. Consequently, we discuss briefly how physical climate system science relates to climate stabilisation issues, via climate sensitivity, feedback within the climate system and climate system inertia issues.
1. Some physical climate system science reviews since IPCC AR4

1.1 Synthesis Report from the International Congress on Climate Change, Global Risks, Challenges & Decisions

A large scientific climate change symposium was held at the University of Copenhagen in March 2009. It covered many aspects of climate change research, the physical climate system aspects being just a part of the scientific programme.

1.2 The Copenhagen Diagnosis

The Copenhagen Diagnosis was written by 26 authors, and published in November 2009 by the University of New South Wales (UNSW) Climate Research Centre. Their stated aim was to “synthesize the most policy-relevant climate science published since the close-off of material for the last IPCC report”, on the eve of the Copenhagen climate talks in December 2009.

Compared to AR4, the Copenhagen Diagnosis has an added emphasis on larger-than-expected ongoing and future changes. The spotlight is not least on new science, according to which ice-sheets, glaciers and ice caps show accelerating melting, as does the summer-time Arctic sea ice cover. The authors also conclude that future dynamical changes in ice sheet melting might increase the global sea level rise by 2100 to around twice that stated in AR4. In AR4 this factor was excluded from the estimates due to rather limited understanding.

1.3 News in Climate Science and Exploring Boundaries

The Netherlands Environmental Assessment Agency was tasked by the Dutch Environment Minister to look into new scientific findings since AR4. Their report came out in November 2009. The authors build on around 1000 scientific articles. The report touches on the scientific domains of each of the three Working Groups of the IPCC, with the overall finding that AR4 remains a valid scientific basis for climate policy.

At the same time, the report noted indications of faster changes than previously projected, as well as of more severe impacts. In terms of physical climate science, these concerned more or less the same phenomena as noted
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in the Copenhagen Diagnosis: greater ice sheet melt, higher sea level rise and faster Arctic sea ice reduction compared to the assessments in AR4. Another difference was the fairly explicit mention of the possibility that we might be facing a period of very low solar activity, which could give rise to a cooling effect of around 0.2°C over the next 2–3 decades. Should this happen, the anthropogenic warming trend would be somewhat less obvious over the same period, but still clearly discernible. The longer-term prospects of continued global warming would not be affected.

1.4 AMAP 2009. Update on Selected Climate Issues of Concern and the Snow, Water, Ice and Permafrost in the Arctic-Project

The Arctic Council’s Arctic Monitoring and Assessment Programme (AMAP) published a brief report in 2009 on recent observations and some science issues of particular relevance for the Arctic region (such as climate forcing of soot, tropospheric ozone and methane, and the Arctic carbon cycle). The report did not refer extensively to published literature. Attention was drawn not least to the continued warming signals in data collected in the Arctic region, along the lines outlined in AR4 and in the ACIA assessment of 2005.

Under this heading, we also make note of the Snow, Water, Ice and Permafrost in the Arctic (SWIPA) project, set up by the Arctic Council in April 2008, whose aim is to assess new scientific information on changes in the Arctic cryosphere (ice, snow, and permafrost). The report is expected to be finalised in 2010.

In a first report, concerning the Greenland ice sheet, the contribution to sea-level rise from melting of the Greenland ice sheet was considered, among other issues. One of the findings is that there is a contribution to sea level rise, assessed to be around 10–20% (i.e., 0.3–0.5 mm) of the 3 mm observed global sea level rise each year. The report also states that the rapidity of ice sheet changes and hence their future contribution to sea level rise is highly unknown and is directly related to our understanding of processes accelerating ice streams and fast-moving glaciers.

1.5 New Climate Science 2006–2009

The Swedish government’s Commission on Sustainable Development commissioned a brief climate science update in 2009. The update considered about 120 articles more recent than AR4, in the area of physical climate science. The overall assessment was that more recent research confirms earlier research findings, and also adds some new knowledge. It was noted that many new findings were emerging, not least in respect of sea level rise, land ice sensitivity to global warming and Arctic sea ice.
2. Observed climate changes

The IPCC’s AR4 (WG I SPM, page 5) noted that

Warming of the climate system is unequivocal, as is now evident from observations of increases in global average air and ocean temperatures, widespread melting of snow and ice, and rising global average sea level.

Since then, a few years’ worth of observations have been added to the data, which is discussed below.

2.1 Global mean temperature change

In AR4 it was established that the global average surface air temperature increased by approximately 0.74°C during the period 1906 to 2005. A period of particularly rapid warming commenced in the mid-1970s. For the years 1979–2005, a warming trend of 0.17°C per decade was reported.

Since 2005, the warming has slowed down, which is very probably a temporary development. The global mean temperature has remained high. The years 2001–2009 are all among the 11 warmest in the instrumental record (Figure 1). It should be noted here that the magnitude of the global warming trend is expected to vary from year to year, despite being unambiguous over time. A decade is still a short period when it comes to the climate. Nevertheless, the most recent decade is discussed below, both to provide an update on global temperature data and to elucidate the apparent lack of a continued warming trend.

Figure 1. Average global temperature anomalies (with respect to the 1961–90 average) since 1850 according to the Climatic Research Unit (CRU) HadCRUT3 data set. (© Copyright 2010, CRU, University of East Anglia.)
Estimates of the global mean surface air temperature that are based on peer-reviewed methods are maintained by three research groups. These use slightly different data sets and averaging methods. This leads to modest differences in the specific annual values (Figure 2). For example, 2009 was the 6th warmest year on record according to the CRU\textsuperscript{9} and NCDC\textsuperscript{10} analyses, but the second warmest according to GISS\textsuperscript{11,12}. All three analyses show that the rate of warming has stalled since 2005. As already mentioned, for brief periods the warming rates may vary considerably from the long-term trend, although these variations tend to be short-lived.

In IPCC AR4, projections of 21st century temperature changes were based on simulations made by 21 global climate models\textsuperscript{13,14} forced with a range of non-climate-policy scenarios with the 20-year mean temperature for 1980–1999 as a baseline. For the four-year period 2006–2009, the observed global mean temperature rise (0.24–0.28°C) from this baseline has been slightly lower than the average simulated by these models (0.42°C, Figure 2). However, the observed change is still well within the variation between the model results. In fact, in three of the 21 models the warming from 1980–1999 to 2006–2009 was less than the observed warming. Part of the explanation for short-term differences between observed and modelled trends might lie in the incomplete coverage of the observations. A reanalysis\textsuperscript{15}-based study covering global land areas suggests that, on average, recent warming has been more rapid at high northern latitudes where few observations are available than what is suggested in climatologies based on station observations (e.g. Figure 1)\textsuperscript{16}.

Of course, the global mean temperature is not expected to rise steadily from one year to the next, due to natural climate variability. Part of the natural variability is caused by variations in solar activity and by volcanic eruptions. For example, a temporary cooling was observed after the Mt. Pinatubo eruption in 1991, whereas low solar activity may have affected the lack of warming in the last few years\textsuperscript{17}. Recently, it has also been proposed that variations in the stratospheric water vapour concentration (a decrease since 2000 preceded by an increase in the previous two decades) might partly explain the apparent variations in the global warming trend over the last few decades\textsuperscript{18}. 
Significant natural variability is also generated by internal fluctuations within the climate system, particularly in the oceans. 1998, with its exceptionally strong El Niño warming in the tropical Pacific still stands out as the year with the highest global mean temperature in one of the three observational analyses, whereas the relative coolness of 2008 coincided with a La Niña event, which is the opposite of an El Niño.

Internal climate variability has limited predictability, and the path of internal variability that arises in climate model simulations varies across model runs. Consequently, the multi-model mean temperature evolution is much smoother than observed (Figure 2). On the other hand, the model spread compares rather well with the observed variability. Another important notion is that individual model simulations that show pronounced long-term warming include decade-long periods with little simulated warming, akin to what has characterised the last decade.

The last decade is the warmest in the instrumental record. The global mean trend over the last decade has been quite small, but this fits well with our understanding of internal climate system variability, possibly with some amount of natural climate forcing (such as solar forcing – see Section 5.4). Periods of very small global temperature change are also evident in climate model simulations that overall show a clear warming trend as a response to anthropogenic forcing. It does not seem that climate models systematically overestimate the warming that can be expected in the future.

Still, detailed understanding of observed temperature records on decadal time scales remains a challenge. By measuring the net incoming and outgo-
ing radiative energy at the top of the Earth’s atmosphere, it is in principle possible to determine how much energy remains in the Earth system. But where exactly does the energy go? The main energy reservoir is the ocean, which sequesters energy as heat. Because energy is exchanged between the atmosphere and the ocean, this heat can resurface at a later time to affect the global climate. A change in the overall energy balance will thus sooner or later have consequences for the climate. Based on existing observational evidence, it is still not possible to fully account for energy partitioning over time in the climate system.21

2.2 Sea level

AR4 (WGI, SPM, page 5) noted that

Global average sea level rose at an average rate of 1.8 [1.3 to 2.3] mm per year over 1961 to 2003. The rate was faster over 1993 to 2003: about 3.1 [2.4 to 3.8] mm per year. Whether the faster rate for 1993 to 2003 reflects decadal variability or an increase in the longer term trend is unclear.

And (WGI, Chapter 10, page 750–751)

Sea level is projected to rise between the present (1980–1999) and the end of this century (2090–2099) under the SRES B1 scenario by 0.18 to 0.38 m, B2 by 0.20 to 0.43 m, A1B by 0.21 to 0.48 m, A1T by 0.20 to 0.45 m, A2 by 0.23 to 0.51 m, and A1FI by 0.26 to 0.59 m. These are 5 to 95% ranges based on the spread of AOGCM results, not including uncertainty in carbon cycle feedbacks... further accelerations in ice flow of the kind recently observed... could substantially increase the contribution from the ice sheets... Understanding these effects is too limited to assess their likelihood or to give a best estimate.

In AR4 the sea level rise for the 20th century was estimated at 1.7±0.5 mm per year,22 with an increased rate towards the end of the century; the rate of sea level rise between 1993 and 2003 was estimated at 3.1±0.7 mm. Over the few more recent years of 2004–2007/2008, the rate of sea level rise has decreased somewhat, by around 15%, which still well exceeds the 20th century rate.3,24 However, new results from the GRACE (Gravity Recovery and Climate Experiment) satellite gravity mission show that the rate of mass loss for the Greenland and Antarctic ice sheets is increasing25 (see Section 2.3). In AR4, the sum of estimates of the contributions to sea level rise from thermal expansion and the melting of glaciers, ice caps and ice sheets fell short of the observed rise. Studies since then have greatly reduced this gap26,27,28. The sum of the contributing effects now matches the observed total rise much better, signalling improved understanding of the mechanisms behind sea level rise.

Projections of future sea level rise depend on the emission scenario, although in the short run, this dependence is moderated by the long response
times of the oceans and ice sheets. In AR4, projections of sea level change from 1990 to 2095 spanned a range of 0.18–0.38 m for the lowest (B1) and 0.26–0.59 m for the highest (A1FI) scenario. A large proportion of the estimated sea level rise was due to thermal expansion of sea water. The results did not incorporate the possibility of a rapid increase in the discharge from ice sheets as has recently been observed in many outlet glaciers in Greenland. It was concluded that our understanding of the salient dynamical processes within ice sheets is too limited to address possible rapid changes in discharge. But it was noted that if such processes increase in line with warming, then a further 0.1–0.2 m sea level rise could ensue.

The realisation that ice sheets are playing a larger role in current sea level rise, and that their past role may have been underestimated, suggests that the contribution of ice melt to future sea level rise may be greater than projected in AR4. It has also been noted that the earlier projected global mean sea level rise was only 60% of the actual sea level rise from 1990–2006\(^29\).

New methods of relating observed variations in global sea level and changes in global temperature support the idea that the projections in AR4 may have been too conservative. Empirical studies\(^30,31,32\) suggest that the AR4 climate change scenario range could imply projections for sea level rise of 0.8 to 1.8 m for the 21\(^{st}\) century. Generally similar estimates have been reported in studies using other methodologies\(^33,34,35\). A particular study\(^36\) suggests that during the previous interglacial period 125,000 years ago, the global sea level might have risen by as much as 6.6–9.4 metres, which exceeds some previous estimates, as a response to a global mean warming of perhaps only as little as 1–2°C, pointing to relatively extensive melting of the ice sheets. It should be noted, however, that the sea level rise during the last interglacial period was a slow process, perhaps of the order of 6–9 metres per 1000 years. Past climate events are not necessarily good analogues for our own time. Nevertheless, along the lines of the studies discussed above, it was concluded in a recent review\(^37\) that

\[
\text{global sea level rise could significantly exceed 1 m by 2100.}
\]

2.3 Cryosphere

In AR4, an extensive review was made of changes in the cryosphere, i.e. of frozen water in various forms, such as snow, river and lake ice, ground ice, sea ice, floating ice shelves, glaciers and ice caps and ice sheets. This included a discussion of ice sheet melt, decreasing Arctic sea ice cover, warming permafrost and reduced snow cover in the Northern hemisphere spring. It was also noted that no apparent changes were evident in sea ice in the Antarctic region\(^38\).

Since then, in 2007, Arctic sea ice cover exhibited an unprecedented September minimum of 4.3 million km\(^2\)\(^39,40,41\). This remains the all-time low, even though the minima in 2008 and 2009 were also severe (see Figure 3).
One way to express this is by noting that whereas the trend in the reduction in late-summer Arctic sea ice cover was $0.6\pm0.20$ million km$^2$ per decade between 1979 and 2005, the trend increases to $0.79\pm0.22$ million km$^2$ per decade when the subsequent years are accounted for.

![Figure 3](image.png)

Figure 3. Changes in Arctic sea ice extent from 1979 to 2009. The upper panel shows results for February and the lower panel for September (when the ice extent is at its seasonal minimum). The circles indicate monthly means, while the blue curve shows decadal variations. The thin dashed line indicates the linear trend, which is $0.44\pm0.10\times10^6$ km$^2$ per decade for February and $0.79\pm0.22\times10^6$ km$^2$ per decade for September. These numbers correspond approximately to a decline of 2.9% and 11.9% per decade, respectively. (Expanded and updated from Fig. 4.9 in AR4, using sea ice data from NSIDC.)

Figure 3 shows time series of the sea ice extent for February and September. The decline documented in AR4 has continued. Furthermore, the fraction of multi-year ice has decreased and a larger proportion of the area covered by sea ice is now occupied by younger ice$^{42}$.

In AR4, a continued decline in sea ice extent was projected. It was considered likely that towards the end of the 21st century very little sea ice would remain during summer. As the observed summer decline in recent years is greater than what had been projected by climate models$^{43}$, there has been some debate on whether or not the last few years’ developments signal a faster sea ice melt than foreseen earlier$^{44,45,46}$. This remains to be seen.

Significant advances have been made since AR4 in estimating mass changes in the ice sheets in Antarctica and Greenland. In AR4 altimetry measurements were reviewed both from Greenland and Antarctica. The results indicate thinning due to increased melting on the margins of the ice sheets, but also of thickening in the interior due to increased accumulation. The net changes were found to be relatively small, especially in Antarctica.

Results from the GRACE mission have since provided evidence that also some areas in the western parts of the Antarctic ice sheet are losing mass, as well as that the rate of mass loss has increased in recent years$^{45,47}$. GRACE
measurements also show extensive mass loss in Greenland\textsuperscript{48}. Between early 2002 and early 2009, the Greenland ice sheet is estimated to have lost 230±30 Gt of ice per year, and Antarctica 143±73 Gt ice per year (another estimate suggests 190±77 Gt ice per year\textsuperscript{37}). These ice sheet melt tendencies correspond to 1.1±0.2 mm/year of the global mean sea level rise. For comparison, AR4 (WGI, Table 5.3) gave an estimate of only 0.4±0.4 mm/year, for the years 1993–2003.

Thinning on the margins of the ice sheets is especially apparent in the Amundsen Sea Embayment portion of the West Antarctic ice sheet\textsuperscript{49} but extensive thinning also seems to be occurring elsewhere on the margins of Antarctica\textsuperscript{50} (see Figure 4).

![Figure 4. Rate of change of surface elevation (metres per year) for Antarctica and Greenland, over the period 2003–2007. A negative rate of change indicates thinning. (Reprinted by permission of Macmillan Publishers Ltd: Nature, Pritchard et al. 2009\textsuperscript{50}, copyright 2009.)](image)

Major ice shelf break-ups have occurred in Antarctica in recent years, such as the Wilkins ice bridge in 2009. Following such a break-up, the glaciers behind the ice shelves can speed up, at least temporarily\textsuperscript{51}, driving dynamic thinning which can spread far into the interior of the ice sheet.

For Greenland, such acceleration in the velocity of outlet glaciers was discussed in AR4. Later research has documented the extent of the phenomena\textsuperscript{52,53}, and a connection to warming sea waters has also been implicated\textsuperscript{54}. Some attention has been paid to a “lubrication effect”\textsuperscript{55} whereby increased water pressure from surface meltwater increases the flow speed of the glacier. Larger contributions from this process are mentioned to likely be confined to certain areas of Greenland\textsuperscript{56}. It has also been pointed out\textsuperscript{57} that the recent marked and accelerating dynamics of Greenland’s tidewater outlet
glaciers may prove to be temporary. Other factors, such as dynamic thinning, may be more important elsewhere.

The mass loss of glaciers and small ice caps in recent years is estimated to be of a similar magnitude as the total mass loss of the large ice sheets, i.e. equivalent to 1.1 mm/year in sea level rise\(^58\). In AR4 (WGI, Table 5.3), a slightly smaller contribution of 0.8±0.2 mm/year was estimated, for the years 1993–2003.

To summarise, new evidence since the publication of AR4 emphasises that ice is melting at a rate that is faster than previously estimated. This is true for Arctic sea ice, for the large ice sheets of Greenland and Antarctica, and for the smaller ice caps and glaciers.
3. Ocean acidification and the marine carbon cycle

The current rate of increase in the atmospheric carbon dioxide concentration corresponds to only about 45% of the overall anthropogenic emissions. About 30% of these emissions are taken up by the terrestrial biosphere, and the remaining 25% by the oceans. Ocean acidification results from the following process: when carbon dioxide is taken up by the ocean, CO$_2$ combines with water to produce carbonic acid. In this process, hydrogen ions (H$^+$) are released, which lowers the pH of the water. Hydrogen ions combine with carbonate ions (CO$_3^{2-}$), which leads to a decrease in carbonate in the water. In turn, this affects, for example, corals that need carbonates for building their skeletal bodies. Ocean acidification therefore has consequences for marine species and ecosystems.

In AR4 (SPM, page 14, see also WGI Chapters 5.4, 10.4 and Box 7.3), it was assessed that:

Increasing atmospheric carbon dioxide concentrations lead to increasing acidification of the ocean. Projections based on SRES scenarios give reductions in average global surface ocean pH of between 0.14 and 0.35 units over the 21st century, adding to the present decrease of 0.1 units since pre-industrial times.

The changes in pH will vary from region to region, and the resulting effects on marine organisms also depend on the current saturation state of aragonite (a form of calcium carbonate) in the ocean water. As a consequence, coral reefs in some regions (e.g. the Great Barrier Reef, the Coral Sea and the Caribbean Sea) appear to be more at risk than those in others (e.g. Central Pacific). In addition to corals, increasing CO$_2$ affects many other groups of marine organisms. An emerging body of evidence suggests that the impact on marine biota will be more varied than previously thought, with both ecological winners and losers. These impacts could have far-reaching but as yet largely unknown consequences for the structure and function of marine ecosystems. In addition to the acidification effects, the impacts on marine species and ecosystems also depend on changes in (e.g.) temperature.

Ocean acidification is a direct consequence of carbon dioxide emissions, rather than being mediated by changes in e.g. temperature. Sea-water warming can have some effect on ocean acidification, but this seems to be marginal. Consequently, ocean acidification can only be mitigated by reducing CO$_2$ emissions.

Ocean acidification by itself affects the capacity of the oceans to act as a carbon sink. When the concentration of inorganic dissolved carbon (the
sum of CO₂, HCO₃⁻ and CO₃²⁻) increases, atmospheric CO₂ starts to dissolve in the ocean water less efficiently. Consequently, increasing CO₂ will tend to make the ocean carbon sink less efficient. On the other hand, retreating ice-shelves reveals more of the ocean surface, which can lead to more phytoplankton activity and some additional CO₂ uptake⁶⁸.

Also the mere warming of the oceans would seem to reduce the ocean sink⁶⁹. Indeed, the role of the oceans as a carbon sink can change due to changes in temperature, but also due to changes in ocean circulation and winds. The latter two affect the exchange of CO₂ between the atmosphere and the surface ocean on the one hand, and between the surface, subsurface and the deep ocean on the other⁷⁰. A slow continued CO₂ uptake over longer timescales involves the deep ocean, whereas surface water becomes saturated quickly.

Ocean acidification remains a relatively unexplored topic, although more studies have begun to emerge over the past 5–6 years. The phenomenon is important not least due to its impact on ecosystems, but it is also intimately tied to the role of the oceans as a natural carbon sink. The latter has consequences for the emission pathways required for achieving a stabilisation of atmospheric CO₂ concentration at any given target level.
4. Observed and Projected Extremes

AR4 (WGI, SPM, page 7) noted regarding observed changes in extremes:

At continental, regional and ocean basin scales, numerous long-term changes in climate have been observed. These include changes in arctic temperatures and ice, widespread changes in precipitation amounts, ocean salinity, wind patterns and aspects of extreme weather including droughts, heavy precipitation, heat waves and the intensity of tropical cyclones [hurricanes and typhoons].

The assessed likelihood of occurred changes in extremes was greatest for warmer and more frequent hot days and nights and warmer and fewer cold days and nights, over most land areas during the late 20th century (likelihood > 90%). In the case of changes in warm spells/heat waves, heavy precipitation, extent of droughts, increased tropical cyclone activity and increased incidence of extreme high sea level, the likelihood of a recent trend was lower (66–90%). There was not enough evidence to assess whether changes might have occurred in phenomena such as tornadoes, hail, lightning and dust storms.

4.1 Temperature extremes

Studies on heat waves in the European region, not least prompted by the recent events of 2003 and 2006, have continued71,72,73, largely confirming projections of increasing likelihood of such events. The mechanisms responsible for more frequent and more intensive European heat waves are more complicated than the effect of a general increase in temperature alone72. The occurrence of persistent blocking high pressure systems is relevant, as is the drying-out of soil74.

Global warming is projected to lead to increasing heat waves across the northern hemisphere75 and globally76. Changes in warm and cold extremes may in many areas be characterised by disproportional rises in temperature compared to corresponding changes in average temperatures77,78. The former characterises not least warm areas that warm up (warming leads to a depletion of soil moisture that in turn reduces evaporative cooling) and the latter cold regions that warm up (warming leads to a reduction in wintertime snow cover and so to changes in the surface energy balance). Model studies suggest that, globally, cold extremes will warm faster than warm extremes by about 30–40%79. However, results vary somewhat between models and also for the exact type of an extreme condition considered. Some results
point to 100-year return levels for annual maximum temperature exceeding 40°C in e.g. Southern Europe and the US Midwest and as much as 50°C in parts of India and Australia. The quoted number for Europe might not seem so dramatic after the recent heatwaves of 2003 and 2006. As the 2003 heatwave event very possibly corresponded to a return period of several thousand years, it was a considerably more extreme event than one with a 100-year return period. A summer with a comparable length of return period at the end of this century would exhibit significantly higher temperatures than around 40°C, due to the overall warming over time.

4.2 Heavy precipitation and droughts

Studies suggest that global warming increases atmospheric (absolute) humidity in line with the Clausius-Clapeyron relationship, which implies a 7% increase for each degree of rise in temperature (7%/K). This means more water vapour in the atmosphere. Changes in relative humidity on the global scale are not anticipated, whereas regional variations to this may ensue. Global precipitation is projected to increase in line with increasing evaporation, which is less than the increasing amount of water vapour in the atmosphere. The projected increases in global precipitation lie around 2%/K. However, there are also inferences from short-term climate variability that the increase in global precipitation could be more comparable with that of atmospheric humidity.

In contrast to average precipitation, climate model projections indicate that extreme precipitation changes will be comparable to increases in atmospheric humidity. For example, according to a multi-model projection (12 GCMs), the change in globally averaged 20-year return values of extreme daily precipitation could be 6%/K. According to other studies, changes in the even more extreme daily precipitation events (such as the 99th, 99.9th and 99.99th percentiles), may differ regionally. Some results suggest that extreme daily precipitation could increase more in the tropics, than in the extratropics. Such regional variation would be due to varying local temperature and moisture changes, as well as changes in upward velocity and the moist-adiabatic lapse rate. On time scales shorter than the daily, changes in extreme precipitation could be even larger.

In AR4, it was noted that available projections are consistent with increasing risk of drought in various continental areas at mid-latitudes: central Europe, the Mediterranean region, Central America, Australia and Eastern New Zealand. In some cases, it is the seasonal risk of drought rather than the year-round risk that changes. Later studies also address the Southwestern North America and Central America.
4.3 Tropical cyclones

In AR4, observed increase in intensive tropical cyclone activity (including hurricanes and typhoons) during the late 20th century were mentioned as “likely”. A recent review of tropical cyclones and climate change\textsuperscript{88}, summarising almost 50 different studies of both observations and climate modelling, concludes that

- it remains uncertain whether the apparent changes in tropical cyclone activity in recent times exceed natural variability
- it is likely that climate change will not lead to increased global frequency of tropical cyclones, but that the frequency of the most intense storms is “more likely than not” to increase
- some increase in maximum wind speeds and rainfall rates is likely
- possible changes in characteristic storm formation regions and tropical storm tracks cannot be estimated with much robustness. Neither is there firm evidence of the possibility of tropical storms more often transiting to high latitudes

The implication is that unless tropical cyclones respond to climate change more strongly than suggested by current research, it should at this stage be difficult to detect possible trends due to climate change.

Tropical cyclones (storms, hurricanes and typhoons) form over warm sea surface regions somewhat polewards of the equator in both hemispheres. In addition, atmospheric conditions have to be suitable and, in particular, wind shear should be small (i.e. wind speed should not change much with altitude. The latter is connected to atmospheric circulation features and is in turn related to the relative warmth of different ocean basins\textsuperscript{89,90}. Thus, the connection between sea surface temperature changes and tropical cyclones is not necessarily straightforward, although this connection is suggested in some research\textsuperscript{91}. Recent literature emphasises that recent tropical cyclone statistics do not lend themselves well to extrapolations into the future\textsuperscript{90,92,93}.

The possible impacts of global warming on tropical cyclones remain elusive. Findings such as those referred to above point to some intensification in maximum wind speeds and rainfall rates and, with less confidence, increasing frequency of more intensive tropical storms. Regional shifts in storminess might also ensue.

4.4 Extratropical storms

In AR4, mid-latitude westerly winds were noted to have increased, there also being some evidence of more northern hemisphere extratropical storm activity over recent decades. As in the case of tropical storms, findings are
still rather preliminary. Extratropical storms are mainly related to large-scale atmospheric thermal gradients, and how these evolve.

Some recent work appears to contest notions of significant intensification in extratropical storm activity\textsuperscript{94,95}, although this is based on particular climate models, rather than employing several models. Poleward shifts in storm tracks is a more general finding\textsuperscript{96,97}. Any such change leads to changes in regions affected by storm-related strong winds and heavy precipitation, as well as high waves and storm surges\textsuperscript{98,99}.

4.5 Other categories of extreme events

Findings regarding extreme wind events in the projections over the 21\textsuperscript{st} century in many of the GCMs considered in AR4 suggest that the frequency of extreme wind events will generally decrease in and around the tropics (between 40°S and 40°N), but increase at high latitudes\textsuperscript{97}. These shifts are found to be fairly robust across the models. There are also some regional studies, such as for Europe, suggesting increases and decreases in extreme winds within the region\textsuperscript{100,101}.

There is a range of additional weather and climate-related extremes. Some are very small-scale, such as tornadoes and lightning and very challenging to study using climate model simulations. These types of extremes are not discussed in this review.

Fire is another example of a climate-related extreme\textsuperscript{102}. The relevant precursor conditions are dryness and available combustible material. Consequently, regions with ample precipitation are not necessarily exempt from fire occurrence. The man-made suppression of natural burning further adds to the potential for extreme burning when fire is ignited due to natural or human causes. Enhanced burning accompanies heat waves\textsuperscript{72}, but also regionally anomalous conditions such as in connection with ENSO. Fire regimes are sensitive to climate fluctuations and, by extension, to climate change\textsuperscript{102}.
5. Radiative forcing

The balance between incoming solar radiation and outgoing thermal radiation is fundamental for the Earth’s climate. Atmospheric composition has a key role in this, as the presence of various gases and particles affects radiation transfer. Indeed, as is well known, the natural greenhouse effect leads to a higher surface temperature on Earth than would otherwise be the case. Changes in the composition of the atmosphere due to anthropogenic emissions exert an imbalance between incoming and outgoing radiation, i.e. a radiative forcing, in response to which the climate changes.

Radiative forcing also occurs in conjunction with changing solar activity, land cover change and some additional processes. Radiative forcing is defined as the change in net downward minus upward irradiance (expressed in Wm⁻²) at the tropopause, due to a change in an external driver of climate change. The full definition is longer and contains a few additional specifications on how radiative forcing is calculated.

5.1 Greenhouse gas concentrations

Changes in the main greenhouse gas concentrations since pre-industrial times were discussed in AR4. Until 2005, the concentration of carbon dioxide (CO₂) had risen to 379 ppm (parts per million), from a pre-industrial value of 280 ppm. During the latter years, the concentration of CO₂ also grew at a faster rate. The growth rate for the 10-year period from 1995 to 2005 was 1.9 ppm per year, whereas in the longer period from 1960 to 2004 the average growth rate was 1.4 ppm per year.

The methane (CH₄) concentration in 2005 was about 1774 ppb (parts per billion). This is more than double the pre-industrial concentration. In the early 1970s and early 1980s the maximum growth rates for CH₄ exceeded 1% per year. From the early 1990s, the growth rates decreased almost to zero, with a few specific years forming an exception.

The nitrous oxide (N₂O) concentration was 319 ppb in 2005, which is about 18% higher than the preindustrial value.

Since AR4, the atmospheric CO₂ concentration has continued to increase. At the end of 2009 the concentration at Mauna Loa was measured at 388 ppm. The current trend of the de-seasonalised concentration (black line in Figure 5) points to around 390 ppm in 2010.
During the first years of the 21st century, anthropogenic carbon dioxide emissions increased faster than in the preceding decade\textsuperscript{103}. The actual recent emission trends are well among the highest SRES scenarios (for example, the 2008 emissions were above 34 of the 40 SRES scenarios; Corinne Le Quéré, personal communication (see Figure 6)\textsuperscript{104}. Estimated 2009 emissions are characterised by a downturn. This coincides with the strong economic downturn at the end of the decade and is as such likely to prove to be a temporary develop.
The period of a slowdown in the growth of methane concentrations mentioned earlier seems to have ended in 2007\textsuperscript{105}. Since then, measurements show a renewed global increase. In 2007, the global increase was 8.3±0.6 ppb. In 2008, the globally averaged increase was 4.4±0.6 ppb, i.e. again a fair bit higher than for the majority of the period since the early 1990s. Although there is considerable interannual variability in natural methane emissions, it is noteworthy that in 2007 the growth in CH\textsubscript{4} concentrations was regionally high in the Arctic region, whereas in 2008 the same was true for the tropics. This was concurrent with higher than average temperatures in the Arctic in 2007, and larger than average precipitation in the tropics in 2008. The reasons for the renewed growth in methane concentrations are still unclear, it has been suggested that in the Arctic a possible feedback from permafrost and CH\textsubscript{4} hydrates was involved, but given the geographical pattern mentioned above, the cause may well be more complex\textsuperscript{106}.

5.2 Particles

Particulate matter in the atmosphere (often called particles or aerosols) affects the climate either by interaction with radiation or indirectly via impacts on cloud properties and the hydrological cycle. While there are natural sources of particles, there have to be changes in the amounts, distribution or
properties of aerosols, for there to be climate forcing. Anthropogenic fossil fuel and biomass combustion activities lead to such changes. Changes in natural emissions, for example due to climate effects, would also exert climate forcing.

In AR4 (WGI SPM, page 4. See also Chapters 2.4, 2.9 and 7.5), it was assessed that:

Anthropogenic contributions to aerosols (primarily sulphate, organic carbon, black carbon, nitrate and dust) together produce a cooling effect, with a total direct radiative forcing of \(-0.5 \, [\, -0.9 \text{ to } -0.1 \,] \, \text{W m}^{-2}\) and an indirect cloud albedo forcing of \(-0.7 \, [\, -1.8 \text{ to } -0.3 \,] \, \text{W m}^{-2}\). These forcings are now better understood than at the time of the TAR due to improved in situ, satellite and ground-based measurements and more comprehensive modelling, but remain the dominant uncertainty in radiative forcing. Aerosols also influence cloud lifetime and precipitation.

The central estimate of net anthropogenic aerosol forcing is significant, but still falls short of the positive anthropogenic greenhouse gas forcing. Aerosols either cause negative or positive radiative forcing, depending on whether they reflect or absorb solar radiation (i.e. change in balance of incoming and outgoing radiative energy at the tropopause). However, in the case of aerosols, their direct effect on the surface temperature is one of cooling, as solar radiation is either reflected or absorbed into the air. The latter effect is sometimes called (global) dimming. At the same time, absorption of solar radiation by soot warms up the surrounding air and may lead to changes in circulation features. It may also lead to reduced cloudiness and thus indirectly a surface warming effect.

A recent observational estimate of the net aerosol forcing supports the AR4 assessment of the magnitude of direct and indirect aerosol effects. The study also suggests that estimates of the indirect aerosol effect at the upper end of the AR4 uncertainty range are overestimates. Nevertheless, the role of aerosols in the climate system continues to be a scientific challenge.

5.2.1 Trends

Recent studies provide a somewhat mixed picture of how atmospheric aerosol loading evolves. In some regions, decreases have been observed (Europe, Canadian High Arctic), while in others there seem to be increases. Land-based observations (from 1973 to 2007) indicate regional decreases and increases, but increases over the global land area as a whole. Satellite measurements available over the oceans suggest declining global particle amounts for the somewhat shorter period since the 1980s.

5.2.2 Soot

Soot (black carbon) may have significant regional impacts such as in Southeast Asia. Some recent estimates of its global radiative forcing, up to
0.9 Wm\(^{-2}\) in one study\(^{118}\), are much higher than estimated in AR4 (i.e. best estimates of 0.2 Wm\(^{-2}\) for direct forcing and 0.1 Wm\(^{-2}\) for darkening of snow surfaces). The suggestion that radiative forcing due to soot has been underestimated is also supported by comparisons between observations and global climate models incorporating aerosol chemistry and physics\(^{119}\). In turn, one recent study suggests that the Global Warming Potential (GWP) of black carbon\(^{120}\) is considerably higher than in earlier studies\(^{121,122}\). GWPs for such short-lived forcers as black carbon are of course inherently regionally-specific. Also, they need to be compared to greenhouse gases’ GWPs with due care as the respective characteristic timescales are so different.

Soot is potentially a significant contributing agent to warming in the Arctic, possibly regionally dwarfing the effect of greenhouse gas increases\(^{123}\). The same research team suggests that between 1976 and 2007 about one degree of the regional warming (1.09±0.81°C)\(^{124}\) that has occurred might be due to changes in aerosol amounts in the Arctic. This has come about due to the combined effect of decreased sulphur emissions in North America and Europe and increased Asian soot emissions.

The aerosol effects in the Arctic are mixed, including both reflection of incoming solar radiation and darkening of snow/ice-covered surface due to deposited particulate matter. A specific study suggests that this could have a significant influence on the reduction in springtime snow cover especially in Eurasia\(^{125}\).

The sources of soot are outside the Arctic, so both soot emissions and their atmospheric transportation patterns affect the presence of soot in the region\(^{111}\).

### 5.2.3 Secondary Organic Aerosol

Aerosols that are formed in the atmosphere from some precursor gases are called secondary aerosols. Sulphate, which was the first aerosol type to be studied extensively in the global warming context, is a secondary aerosol, formed from emitted sulphur dioxide (SO\(_2\)). Soot, on the other hand, is emitted as particles and thus a primary aerosol.

The spectrum of different aerosol types is considerable and in many cases the uncertainties are large when it comes to emissions, atmospheric burdens and the impacts on climate. So-called Secondary Organic Aerosol (SOA) is a type of a secondary aerosol that is relatively ubiquitous\(^{126}\) and thus has potentially significant climate effects\(^{127}\). SOA is formed from emitted volatile organic compounds (VOC), e.g. from terrestrial ecosystems (BVOCs), leading to biogenic SOA (BSOA). Depending on future changes in land use, as well as possible climate impacts on the emission of various BVOCs, the consequence could be cooling or warming effects\(^{128,129}\), adding to the climate forcing due to greenhouse gas and anthropogenic aerosol changes, etc.
5.2.4 Aerosol climate forcing

There are many aspects to the role of aerosols in climate change. Recent findings on the direct effects of aerosols were discussed above, including the reflection and absorption of solar radiation and surface darkening due to deposited particles.

Aerosols also impact cloud properties (the so-called indirect effect), potentially making them more reflective, giving rise to another surface cooling effect. In addition, there are various ideas about the aerosol-induced impacts on cloud properties, also affecting the life-time of clouds and, depending on the cloud regime, increasing or decreasing precipitation\textsuperscript{130}. These are seen as feedbacks, rather than forcing contributions of aerosols.

A recent review\textsuperscript{131} suggests that due to compensating effects the cloud life-time effects of aerosols are smaller on a global scale than what specific studies have suggested to be the case. Regional effects may, however, be significant, such as in some maritime, tropical and Arctic cloud regimes.

Reduced emissions of aerosol precursors and primary aerosols can have quite complicated climate impacts. In general, overall reductions in aerosol and aerosol precursor emissions may accelerate global warming over the next decades\textsuperscript{132,133}. Also, studies have already been referred to that suggest that less sulphate, compounded by more soot, enhances regional warming in the Arctic. Other specific regional warming and cooling trends may also ensue, which may affect circulation and consequently regional precipitation and drought\textsuperscript{134,135}.

In conclusion, it is well established that aerosols have direct and indirect climate forcing effects. Estimates vary of the magnitude of the respective effect including the role of deposited soot in the Arctic. Changes in the relative amount of sulphate and soot aerosol due to changes in emissions furthermore lead to regional changes in the net aerosol effects. There is also an emerging insight that ecosystems contribute to aerosols in the atmosphere. This could be important in further constraining the role of anthropogenic aerosol.

In terms of ecosystem changes due to climate change or land use, aerosols of biogenic origin could add to the overall climate forcing. This has hardly been studied in coupled climate models so far, and remains to be addressed. Aerosol effects on cloud lifetime and precipitation are estimated to be small in global terms, but possibly significant in some regions and climate regimes.

5.3 Land cover change

Changes in land cover due to structural responses in vegetation to e.g. climate change, and due to anthropogenic land use transitions and management affect the climate in several ways: by perturbing the global carbon cycle (a biogeochemical effect), by changing the surface albedo, and by modifying
the water and energy budgets (a biogeophysical effect). The land surface also affects the partitioning of rainfall into evapotranspiration (which cools the surface and moistens the atmosphere) and runoff. This partitioning can affect local convection and therefore rainfall, as well as surface temperature. However, land cover change is not straightforward to describe in climate models, and was omitted in most of the climate model projections reported in IPCC AR4.

The present effect of land use on the carbon cycle is dominated by tropical deforestation. Current estimates indicate that the net land use contribution to CO₂ emissions was 1500±700 GtC per year in 1990–2005. There are also human land use contributions to other greenhouse gas emissions are. A recent regional study for Europe suggests that regional methane and nitrous oxide emissions from feedstock and arable agriculture, respectively, are comparable to the regional terrestrial carbon sinks over 2000–2005. This would mean that the regional terrestrial greenhouse gas balance is neutral, rather than exhibiting net uptake.

Absolute emissions due to global land use appear to have changed relatively little over the past few decades. However, due to the increase in CO₂ emissions from fossil fuels and cement manufacture, the relative share of land use change of total anthropogenic CO₂ emissions has gradually decreased, being now of the order of 15%. The degradation of peatlands can be a growing source of anthropogenic greenhouse gas emissions.

Historically, over the past millennium, it has been estimated that the biogeochemical effect has dominated over the biogeophysical effect, both in terms of the global mean, and also in most regions. Regionally, where the land cover has come to be increasingly characterised by agriculture, such as in Europe, parts of Eurasia and Southeast Asia, and in North America, the local negative forcing due to the replacement of forests by cropland and pasture could nevertheless have been the dominant land use change effect.

The effect of land use on surface albedo depends on the nature of the land cover. In general, where vegetation cover is reduced, land use change leads to a higher surface albedo and negative climate forcing. In AR4, the contribution of land use change to globally averaged radiative forcing was estimated at -0.2±0.2 W m⁻². Ref estimates that the overall global biogeophysical land use effect over the 20th century is one of marginal cooling (-0.03°C), and the biogeochemical effect one of warming, of around 0.16–0.18°C. As mentioned above, the effects vary by region and to some degree between different periods.

Indeed, in regions with the most intense land cover change, biogeophysical effects might already be substantially impacting the local climate. For example, four out of seven models included in a recent intercomparison implied that anthropogenic land cover change has cooled summer temperatures locally by up to 2°C in the eastern-central United States. However, one of the seven models indicated a significant warming in the same area. Land cover change is also potentially important for projecting future
climate changes, at least in some regions\textsuperscript{144,145}. Changes in land cover can also perturb the climate far away from the area in which land cover changes\textsuperscript{146}. For land cover changes thus far, such teleconnections are probably quite small at best\textsuperscript{141,147}.

Climate change-related changes in unmanaged land cover, such as in vegetation due to changes in temperature, precipitation, etc., represent a feedback rather than forcing. For example, changes in the composition or range of forests in the Arctic, due to changing climate, change the albedo and evapotranspiration, and thus feed back to the climate\textsuperscript{148}. The climate-carbon feedback, as concerns terrestrial systems, is discussed further in Section 7.2.

5.4 Solar effects

Solar variability is a ubiquitous factor in natural climate variability and change. In AR4 (WGI, Chapter 9, page 671), it was concluded that although there has been some net warming effect from solar variability over the past 100 years, it is an order of magnitude smaller than the concurrent anthropogenic influences:

\ldots the direct radiative forcing due to increases in solar irradiance is estimated to be \( +0.12 \) (90\% range from 0.06 to 0.3) W m\(^{-2}\). \ldots concludes that it is exceptionally unlikely that the combined natural (solar and volcanic) radiative forcing has had a warming influence comparable to that of the combined anthropogenic forcing over the period 1950 to 2005.

Knowledge of the effects of solar variability on the climate system is nevertheless important, e.g. in attribution research. There has also been some debate on the solar modulation of the atmospheric penetration of galactic cosmic rays, the possible effects on cloudiness and consequently on temperature. More recently, it has also been noted that the present solar cycle (the 11-year cycle) exhibits a rather pronounced minimum. Should it persist, or if there are other solar cycle variations over the next decades that are significantly different from those over the last few centuries, it would either add to or reduce anthropogenic climate trends.

5.4.1 Solar irradiance variability and climate forcing

The observed variability in total solar irradiance (TSI) is small (the amplitude over the Sun’s 11-year cycle being less than 0.1 Wm\(^{-2}\)). Nevertheless, studies suggest an observable correlation with the global temperature variability\textsuperscript{149,150}, the latter spanning 0.1–0.2°C between a solar cycle minimum and maximum. The variation in solar cycle irradiance is, however, so small that its effect needs to be enhanced by some climate system feedback in the same way as water vapour amplifies the direct effect of anthropogenic forc-
ing of CO₂. The deduced climate response to solar cycle variability exhibits various regional and seasonal flavours\textsuperscript{151}, which also suggests that climate system feedback must be in play, modulating the effect of imposed irradiation variations.

The 11-year cycle varies over prolonged timescales due to solar processes, and exhibits periods of lowered and heightened activity. For example, there was a well known pronounced minimum (the Maunder minimum) in the 17\textsuperscript{th} century. Over much of the 20\textsuperscript{th} century, solar activity was high on a historical perspective (“a grand maximum”). The most recent solar cycle has indeed exhibited the lowest activity levels over the past 80–90 years. There are studies that suggest that the level of solar activity may again decline over the first couple of decades of the 21\textsuperscript{st} century\textsuperscript{152,153}. This could lead to a new “grand minimum”, perhaps akin to the Maunder minimum, that could last for several decades. Still, the estimated effect on the global mean temperature is around 0.1–0.2°C\textsuperscript{154}. In some regions, there could at the same time be additional warming, due to the regional effects of solar variability as mentioned above\textsuperscript{155}. This is in line with findings based on measurements as well as model studies indicating that the global mean temperature response to this magnitude of solar irradiance variations is small.

Overall, even though TSI variations exert natural climate forcing, as is indicated by some of the past climate variability, their impact is minor compared to anthropogenic forcing\textsuperscript{151,156,157,158,159}. Contradictory findings\textsuperscript{160} have also been reported, where solar influence is claimed to be much larger, even dominating 20\textsuperscript{th} century warming. The robustness of the latter findings has been questioned\textsuperscript{161}.

Solar variability can still modify the anthropogenic warming trend over shorter periods\textsuperscript{162}. For example, some of the apparent plateau in the global temperature record over the last decade may correspond to the recent solar cycle minimum. Likewise, unless a transition to lower solar activity is indeed imminent, the approaching solar cycle maximum over the next half-decade would tend to boost the warming trend. Likewise, the trend should again slow down over the second half of the 2010s as the next solar cycle minimum approaches (Figure 7). There are, of course, also other modifying influences, including intermittent major volcanic eruptions and internal climate system variability that will also be in play.
In addition to the total solar irradiance, the climate system quite possibly also responds to solar variability in other, more complicated ways. Solar variability is much greater on the ultraviolet part of the radiation spectrum than on the visible wavelengths. The latter contribute most to the TSI. Variations in ultraviolet radiation mainly affect the upper atmosphere, but changes there could be transferred to the lower atmosphere via atmospheric circulation. Such postulated additional mechanisms are difficult to translate into quantitative physical understanding, which would be needed to investigate their significance in relation to anthropogenic forcing. The same is true for proposed galactic cosmic rays/clouds/climate relationships.
5.4.2 Galactic cosmic rays, clouds and climate

Various empirical associations have been suggested between low-level cloud cover and cosmic ray fluxes. This research was also discussed in AR4, the assessment (WGI AR4 TS, page 31. See also Chapter 2, page 132) being that:

Empirical associations have been reported between solar-modulated cosmic ray ionization of the atmosphere and global average low-level cloud cover, but evidence for a systematic indirect solar effect remains ambiguous.

and:

Together with the lack of a proven physical mechanism and the plausibility of other causal factors affecting changes in cloud cover, this makes the association between galactic cosmic ray-induced changes in aerosol and cloud formation controversial.

The hypothesis of a climate mechanism caused by galactic cosmic ray variation is that changing ionization of the atmosphere due to solar-modulated cosmic ray fluxes has an impact on clouds. As in the overall literature until 2006 (cf. AR4), this remains controversial due to uncertainties about whether there is a signal, the phasing or anti-phasing with solar activity, and the effect on low, middle and high clouds. In particular, the cosmic ray time series does not correspond to global total cloud cover after 1991 or to global low-level cloud cover after 1994, which would be a condition for there to be a significant global temperature effect. In contrast, the apparent relationship between solar variability and cloud cover has been interpreted to result not only from solar-induced changes, but also from sea surface temperatures altered directly by TSI variations and by natural internal variability due to El Niño-Southern Oscillation (ENSO). Of course, different direct and indirect physical processes may operate simultaneously.

Recently, it was claimed in a study\textsuperscript{163} that cloud water content, cloud cover and aerosol concentrations as measured by different satellites show significant reduction during 26 so-called Forbush decreases\textsuperscript{*}. However, a reanalysis of the liquid water cloud fraction data measured by MODIS and the corresponding Forbush events suggests that liquid water cloud fraction variations are unrelated to these events\textsuperscript{164}. A similar conclusion was drawn in a study using a stringent test of any hypothesis based on a cosmic ray cloud connection\textsuperscript{165} as no sign was evident of any response by global cloud cover to Forbush decreases at any altitude or latitude.

Even if it could be shown that galactic cosmic rays are important for the climate, the hypothesis of this being a significant part of the explanation for the current global warming would still be challenged by data that does not indicate any long-term trend in incoming galactic cosmic rays, which would be required for climate forcing to ensue. Figure 8 shows an updated time

\textsuperscript{*} A Forbush decrease is a rapid decrease in the observed galactic cosmic ray intensity following a coronal mass ejection by the Sun.
series of cosmic rays as measured at Oulu in Finland, where these measurements were started in 1964. (The Oulu station is a part of the World Network of Neutron Monitors.)

This lack of trend has been demonstrated\textsuperscript{151,167}. A fit to the variation in the global mean temperature over the past half century indicates that anthropogenic factors contribute 75\% of the rise since 1987, while the contribution from galactic cosmic rays shows up as a small downward trend between -0.7 and -1.9\%\textsuperscript{167} (see Figure 9). Nor do various studies based on different methodologies, including aerosol microphysics modelling, provide support for any significant connection between cosmic rays and clouds\textsuperscript{168,169,170}. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cosmic_ray_flux_Oulu.png}
\caption{Monthly mean variations in cosmic ray flux as monitored at Oulu, Finland\textsuperscript{166}.}
\end{figure}
Figure 9. Scaled and filtered variations giving the best temperature fit. (a) contribution of deep ocean–surface heat exchange, (b) contribution of volcanoes, (c) galactic cosmic ray contribution, and (d) the best-fit linear drift. (From Lockwood, M. 2008. Recent changes in solar outputs and the global mean surface temperature. III. Analysis of contributions to global mean air surface temperature rise, Proc. Roy. Soc. A, 464, 1387-1404. Doi:10.1098/rspa.2007.0348.167. Courtesy of the Royal Society.)
6. Attribution and internal variability

Anthropogenic climate forcing (particularly greenhouse gas emissions) evolve relatively smoothly over time. The climate, on the other hand, exhibits some variability from year to year and also from decade to decade. This is very much due to variability generated internally within the climate system, as well as variations in climate forcing such as solar variability and volcanic eruptions.

The concepts of detection and attribution both relate to identifying the effects of external forcing in observed climate changes. A climate change is said to be detectable if it is too large to be plausibly explained by internal climate variability (e.g. “random” variations in atmospheric winds and ocean currents) alone. Attribution, in turn, attempts to estimate the contributions of various anthropogenic (e.g. changes in greenhouse and aerosol concentrations) and natural (solar activity and volcanic eruptions) external factors to those aspects of climate change that cannot be explained by internal variability.

In AR4 (WGI, SPM, page 10), an assessment of attribution research concluded that:

Most of the observed increase in global average temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations. This is an advance since the TAR’s conclusion that “most of the observed warming over the last 50 years is likely to have been due to the increase in greenhouse gas concentrations”. Discernible human influences now extend to other aspects of climate, including ocean warming, continental-average temperatures, temperature extremes and wind patterns.

6.1 Attribution of observed climate changes

Attribution is usually based on a comparison between observed climate changes and the model-simulated response to a given external forcing. Thus attribution does not rely on global mean changes alone, but can also take into account the geographical and temporal patterns of the observed change. Different climate forcing factors lead to spatially and temporally different responses, known as “fingerprints”.

Detection and attribution are strongly dependent on the signal-to-noise ratio between the changes induced by external forcing and natural internal variability, as well as on the confidence that can be put in the ability of global climate models to capture the response to the relevant forcing factors.
As a result, much stronger attribution statements are possible for large-scale changes in temperature (and some other, strongly temperature-related climate variables) than for changes in (e.g.) atmospheric circulation and precipitation, and climate changes on local and regional scales in general.\textsuperscript{171}

This section focuses on the detection and attribution of changes in four aspects of climate: the mean surface temperature, ocean temperatures, the hydrological cycle, and some types of extreme events. In the subsequent section, natural internal variability (variability that is generated within the climate system, which occurs in the absence of external forcing), is discussed as it represents the “noise” compared to which any forced changes need to be elucidated.

6.1.1 Changes in mean surface temperature

AR4 concluded that the effects of anthropogenic forcing are now evident in many aspects of observed climate change. The most prominent examples include warming of global and continental mean surface temperatures, tropospheric warming and stratospheric cooling, and warming of ocean water. In particular, regarding changes in long-term mean surface temperature it was noted (WGI, TS6.3) that

\begin{quote}
Greenhouse gas forcing has very likely caused most of the observed global warming over the last 50 years. Greenhouse gas forcing alone during the past half century would likely have resulted in greater than the observed warming if there had not been an offsetting cooling effect from aerosol and other forcing.
\end{quote}

as well as (WGI, TS4.2) that

\begin{quote}
It is likely that there has been a substantial anthropogenic contribution of surface temperature increases over every continent except Antarctica since the middle of the 20\textsuperscript{th} century.
\end{quote}

Since AR4, observed changes in Antarctic and Arctic temperatures have also been shown to include a detectable anthropogenic signature.\textsuperscript{172} A new analysis of observations indicates widespread warming over the Antarctic continent during the past 50 years, at an average rate comparable to the southern hemisphere as a whole.\textsuperscript{173} This overall warming is very likely attributable to increasing greenhouse gas concentrations, although changes in atmospheric circulation (which in AR4 were attributed to stratospheric ozone depletion and increasing greenhouse gas forcing) have modified the regional patterns of temperature change.

Nevertheless, natural variability has very likely affected some of the observed Arctic climate change features. In particular, the record-low sea ice extent in summer 2007 (see also Section 2.3) was partly due to anomalous winds that drove ice out of the Arctic basin.\textsuperscript{174} A recent study also attributes 1/3 of the decrease in the Arctic September sea ice extent in the past three decades to changes in wind conditions,\textsuperscript{175} the contemporary global warming
influence on Arctic sea ice decline also being clearly detectable\textsuperscript{176}. Furthermore, increasing greenhouse gas concentrations have not been the only anthropogenic cause of Arctic temperature changes. According to model simulations, the Arctic warming over the past three decades was substantially accelerated by decreasing concentrations of sulphate aerosols (the increase of which had suppressed the warming earlier) and increasing concentrations of black carbon\textsuperscript{177} (see also Section 5.2).

In AR4, the attribution of temperature changes was considered on large (continental to global) spatial scales. On these scales, natural variability is much smaller, and the confidence in model simulations much higher than on the regional or, to an even greater extent, local scales. Nevertheless, one new study\textsuperscript{178} that considered temperature trends in small individual regions (\textasciitilde 500 km scale) found the warming since 1950 to be significant in most areas. Furthermore, even if it is difficult to strictly demonstrate an anthropogenic influence on observed warming for a single small region in isolation, the presence of detectable greenhouse gas-induced warming on the global scale implies that this forcing has also affected regional climates in most areas of the world\textsuperscript{179}. In some regions, however, such local forcing factors as land use change and irrigation are also very important\textsuperscript{180}, complicating rigorous attribution.

6.1.2 Changes in ocean temperature

In AR4, it was concluded that the observed warming of the upper ocean in the latter half of the 20\textsuperscript{th} century was likely to have been due to anthropogenic forcing. However, at that time it seemed that observed interdecadal variations in global ocean heat content had been much larger than those simulated in models. A large part of this discrepancy now appears to be about instrumental errors\textsuperscript{181}. The agreement across observations and model results is much better when these bias corrections are included\textsuperscript{27}. Interannual to interdecadal variability in upper ocean temperatures is partly attributable to volcanic eruptions. The longer-term warming is anthropogenic\textsuperscript{182}.

6.1.3 Changes in the hydrological cycle

AR4 included only a few relatively weak attribution statements on changes in the hydrological cycle. Although uncertainties remain, recent research has improved this situation. An expected consequence of greenhouse gas-induced warming is an increase in atmospheric water vapour content (by 7\% for each 1°C of warming if relative humidity remains unchanged). Such moistening has now been detected in a new surface humidity dataset\textsuperscript{183}.

Despite the large increase in atmospheric moisture content, the globally averaged precipitation in model simulations of greenhouse gas-induced climate change only increases relatively slowly with temperature, by about 2\% for each 1°C of global warming. A study, using a 20-year long satellite-
based precipitation data set, has suggested that global precipitation has increased much faster\textsuperscript{184}. However, a 20-year period is probably too short to determine if there is a genuine disagreement between model simulations and observations\textsuperscript{185}. Extrapolation of recent observations to the future is also problematic because the ratio of global precipitation change to global temperature change depends on the type of climate forcing, and the relative importance of different forcing factors is likely to change over time (with greenhouse gas forcing becoming increasingly dominant towards the late 21\textsuperscript{st} century)\textsuperscript{186}.

Model simulations of greenhouse gas induced climate change also indicate robust latitudinal changes in precipitation, with more precipitation at high latitudes, less precipitation in the subtropics and increases in tropical region – an overall strengthening of the hydrological cycle. Such a pattern is detectable in 20\textsuperscript{th} century observations and does not appear to be explainable by natural variability alone. However, the magnitude of the observed change exceeds what is simulated by models\textsuperscript{187,188}. The detection and attribution of precipitation changes on smaller scales remains generally difficult because precipitation varies considerably on these scales, implying a low signal-to-noise ratio. There is also a shortfall of reliable observations from many locations\textsuperscript{171}.

Apart from changes in precipitation and evaporation, global warming also affects the hydrological cycle by changing snow conditions. In regional studies for the western United States, observed trends toward earlier snow-melt-driven streamflows have been found to be unexplainable by natural climate variability alone\textsuperscript{189}. One study attributes up to 60\% of the trends in river flow, winter air temperature and snow pack in this region over the 1950–1999 period, to human influence\textsuperscript{190}. There has also been a reduction in the fraction of precipitation falling as snow in this area which cannot be explained by natural factors and is attributed to anthropogenic forcing\textsuperscript{191}. Because many of these trends are directly related to warming that is a robust aspect of both observed and simulated climate change, a similar development may well be underway in other similar parts of the world that so far remain less extensively studied.

### 6.1.4 Changes in extremes

Extremes are a given aspect of natural climate variability. In Section 4, we discuss research on whether extremes might change together with the rest of the climate. Here, the focus is on whether extremes are observed to be changing in ways that can be associated with overall climate change.

Changes in extremes, due to extremes’ sporadic nature and overall rarity, are more difficult to detect and attribute to specific causes than changes in mean climate. AR4 concluded that surface temperature extremes are likely to have been affected by anthropogenic warming, with a general decrease in cold and a general increase in warm extremes. Evidence was also presented
that anthropogenic forcing may already have multiplied the risk of extremely warm summers such as that observed in Europe in 2003, and this also seems to be the case in many other areas. An analysis of model simulations suggests that the same also holds for recent record-mild winter months in northern Europe. Observed increases in heavy precipitation over the 20th century were also found in AR4 to be consistent with the anticipated response to anthropogenic forcing, but a formal attribution of this is still lacking.

Observed changes in tropical cyclones (hurricanes and typhoons) and their causes remain a controversial issue. Taking into account the improvement in observation systems over time, it is uncertain whether past changes in any aspect of tropical cyclone activity are discernible from natural variability. Observed increases in sea surface temperature in the main hurricane formation regions of the Atlantic and Pacific have been shown to be of mainly anthropogenic origin, but the effect of sea surface temperature change on tropical cyclone activity is still poorly understood. Apparently, the geographical patterns of the change are at least as important as the absolute warming of the sea surface.

6.2 Internal variability

Internal variability in the climate system results from non-linear dynamics in the atmosphere and the oceans, and their interaction with each other and with the land surface. Internal variability is particularly strong on relatively short time scales ranging from weeks to a few years. Some components of it have longer time scales and thus complicate the attribution of observed climate changes to external forcing.

AR4 presented strong evidence that global and hemispheric-scale temperature changes on multi-decadal time scales cannot be explained by internal variability. Observed temperature changes are much larger than the variations generated by internal variability in climate model simulations. Furthermore, the pattern of observed temperature changes, with some warming nearly everywhere but the greatest warming at high northern latitudes, does not correspond to any known mode of internal variability.

For shorter-term variations in climate, internal variability is more important, and it becomes progressively more important towards smaller spatial scales. Internal variability shows up more on regional scales than the effect it has on the global mean.

Internal variability tends to be dominated by a limited number of preferred spatial patterns, also known as “modes”. The El Niño – Southern Oscillation has widespread impacts in and around tropical regions, but it also affects the global mean temperature. The North Atlantic Oscillation and the Atlantic Multidecadal Oscillation strongly affect the climate in the North Atlantic – European area.
The El Niño – Southern Oscillation (ENSO) refers to an irregular variation of oceanic and atmospheric conditions in the tropical Pacific Ocean (Figure 10a). This leads to large variations in temperature and rainfall in many tropical regions. By inducing changes in atmospheric circulation, ENSO affects some higher latitude regions, particularly North and South America. There is also some evidence of smaller effects on the European climate\textsuperscript{198,199}.

ENSO can affect the global mean temperature, inducing interannual temperature variations of up to about 0.2°C\textsuperscript{200}. Years with a strong El Niño, such as 1998, tend to be unusually warm. La Niña years such as 1999–2000 and 2008 tend to be cooler than average. A moderate El Niño developed during the second half of 2009, persisting into 2010 (at the time of writing this report). This probably contributes to 2010 starting out as a quite warm year\textsuperscript{201}.

North Atlantic Oscillation (NAO)\textsuperscript{202} is the mode of internal climate variability with the largest impact on Europe. The impact of NAO variability on the European climate is greatest in winter. Winters dominated by the positive phase of NAO are generally milder, wetter and stormier than average in northern Europe, but colder than average in Greenland and eastern Canada. Anomalies of the opposite sign occur during the negative phase of NAO\textsuperscript{203}.

There was an increasing positive trend in the winter NAO index from the 1960s to the late 1980s and early 1990s (Figure 10b), which explained approximately half of the rapid warming of Eurasian winters over the same period\textsuperscript{204}. However, this trend has not been sustained. Since then there have been both winters with a positive and with a negative NAO index. Notably, the rather cold winter of 2009–2010 in northern Europe was characterised by an extremely negative NAO index.

The reasons for multidecadal NAO variability are only partly understood. Studies cited in AR4 as well as later research\textsuperscript{205} suggest that sea surface temperatures in the tropical oceans may play a role. Increasing greenhouse gas concentrations also favour the positive phase of the NAO index in climate model simulations, but this change as simulated by models is too small to explain the trend observed in the second half of the 20\textsuperscript{th} century\textsuperscript{206}.

Atlantic multidecadal Oscillation (AMO)\textsuperscript{207,208} refers to an apparent long-term periodicity in sea surface temperatures in the North Atlantic Ocean, thought to be associated with slow variations in ocean thermohaline circulation\textsuperscript{207,208}. This oscillation was in a cold phase between around 1965 and 1995, but has returned to a warm phase in the early 21\textsuperscript{st} century (Figure 10c). Observations and model simulations suggest that a warming of North Atlantic sea surface temperatures also tends to warm the climate in north-western Europe, particularly in summer and autumn\textsuperscript{209,210}. This, again, implies that part of the most recent warming in north-western Europe may have had to do with internal climate variability modes. However, the separation of natural sea surface temperature variability from the effects of anthropogenic climate forcing is not straightforward, so it is not clear whether the
recent AMO phases are solely natural or also carry some signal of forced climate change.210

Figure 10. (a) Time series of the Niño3.4 sea surface temperature anomaly from 1950 to 2010. Strong positive (negative) values correspond to an El Niño (a La Niña) state. (b) The winter (December–January–February mean) North Atlantic Oscillation index from 1951 to 2010. Positive (negative) values correspond to stronger (weaker) than usual westerly winds over the northern North Atlantic Ocean. (c) Atlantic Multidecadal Oscillation index from 1856 to 2009. Positive (negative) values correspond to a relatively warm (cool) North Atlantic. For definitions and data sources, see note 211.
7. Climate change projections and scenarios

Climate models are the most important research tool for projecting continued climate change through the 21st century and beyond. In studies of past climate changes and variability, climate system processes and feedback, as well as attribution, climate models complement theory and analyses of data collected in measurements either via regular programmes (monitoring) or in campaigns and field studies. The development and evaluation of climate models is a continuous field of research leading to a continuous update of new climate projections and scenarios. In AR4, the combined projection of the global mean warming over the 21st century, based on about 20 global climate models, provided a wealth of results regarding possible future global mean, but also regional, climate aspects\textsuperscript{13,212}. The “likely” range of the combined projected global mean temperature change between 1990 and 2095, based on the models and SRES emission scenarios, was 1.1–6.4°C. The simulated natural variability was found to be of secondary magnitude beyond the first few decades.

Scientific uncertainties regarding climate sensitivity and climate system feedbacks underline the so-called structural model uncertainty (i.e., differences between the models). Most climate models until now have featured atmospheric, land surface and ocean components, but have not incorporated such climate system components as interactive vegetation, dynamic land use (cf. biogeophysical effects), biogeochemistry or atmospheric chemistry. Some results of such more comprehensive climate models were included in AR4, but it is only now that models are beginning to include more of these components\textsuperscript{213}.

Below, we discuss recent research into climate sensitivity and feedbacks, and then turn to new findings as well as future prospects for climate modeling for the coming years.

A discussion on projected changes in extremes is found in Section 4.

7.1 Climate and Earth system sensitivity

Climate sensitivity (or Equilibrium climate sensitivity) is a cornerstone concept in climate change research and thus also for climate politics. Climate sensitivity is not the same as some climate change scenario result, as the atmospheric carbon dioxide concentration may come to change less or more than a doubling. However, it is useful as a measure of the long-term climate system response to sustained radiative forcing. It is defined as \textit{the equilib-}
rium change in the global mean temperature resulting from a doubling of the atmospheric carbon dioxide concentration. One way of estimating climate sensitivity is by comparing the equilibrium states of two climate model simulations: a control experiment with fixed atmospheric carbon dioxide concentration and a second one in which it is gradually doubled (Figure 11).

Because of the energy required for heating up the oceans, this new equilibrium is first reached centuries if not millennia\(^ {214} \) after a stabilisation of the carbon dioxide concentration. Although the definition of climate sensitivity refers to changes in the carbon dioxide concentration, high (low) climate sensitivity also implies a strong (weak) temperature response to other sources of radiative forcing. Other ways to estimate climate sensitivity is with information on historical climate data on temperature and radiative forcing. Such results are in general in line with climate model studies (e.g. AR4 WGI Box 10.2, page 798).

![Figure 11. A simplified view of the determination of equilibrium climate sensitivity in a climate model. The rate at which CO\(_2\) is doubled is also not important for the final equilibrium, although it affects the warming realised at the time when CO\(_2\) doubles. Zero on the vertical axis in the lower panel is the same model’s equilibrium temperature when run with the original CO\(_2\) concentration.](image)

Climate sensitivity is intimately linked to climate feedbacks (e.g. changes in water vapour, snow and ice cover, and clouds as a result of an initial temperature change) in the climate system\(^ {215} \). Without such feedbacks, climate sensitivity to a doubling of CO\(_2\) would be just slightly over 1°C\(^ {216} \). Because most of the known feedback processes tend to amplify climate changes, actual climate sensitivity is very likely to be higher. In AR4 (WGI TS4.5 and Box 10.2) it was assessed that:

Analysis of models together with constraints from observations suggest that the equilibrium climate sensitivity is likely to be in the range 2°C to 4.5°C, with a best estimate value of about 3°C. It is very unlikely to be less than 1.5°C. Values substantially higher than 4.5°C cannot be excluded, but agreement with observations is not as good for those values.
AR4 also concluded that cloud feedback (particularly changes in low clouds) was the single largest source of uncertainty in estimating climate sensitivity from model simulations.

The AR4 assessment of climate sensitivity was not based on model simulations alone, but also included information from instrumental observations (most importantly, climate change during the industrial era) and proxy estimates of pre-instrumental (e.g. glacial-interglacial) climate variations.

Since then, a number of new studies have addressed climate sensitivity using various methods and observational constraints. A few of them have suggested climate sensitivity near 2.1 or below the lower end of the AR4 uncertainty range. However, as discussed in a recent review, these studies have weaknesses in their methodology, such as overly simplified assumptions, deficient uncertainty assessment, or errors in the analysis or data set. More comprehensive recent studies yield results consistent with AR4. The conclusion that climate sensitivity is very unlikely to be below 1.5°C remains valid, as does the conclusion that an upper limit to the uncertainty range of climate sensitivity is very difficult to determine.

The traditional definition of climate sensitivity only takes into account feedback processes associated with the relatively fast responding parts of the climate system (e.g. atmospheric water vapour and clouds, and seasonal snow and ice cover). On longer timescales of centuries to millennia and beyond, slow feedbacks due to changes in, for example, ice sheets and vegetation may also become important. Recent research suggests that these slow feedbacks make the actual Earth system sensitivity (equilibrium temperature response to a doubling of carbon dioxide, taking into account all feedbacks in the climate system) greater than the traditionally defined climate sensitivity. One study, using greenhouse gas concentrations and temperature change estimates derived from Antarctic ice cores, concluded that the variation between ice ages and interglacial periods over the last several thousand years has been characterised by an Earth system sensitivity of about 6°C, in contrast to a traditional climate sensitivity of around 3°C. A similar conclusion was made for the 50 million years preceding the Pleistocene ice ages, when the global climate was warmer than today. This latter estimate is more uncertain because of the lower quality of climate and greenhouse gas data for that period. Another study combined model simulations with proxy data for the mid-Pliocene warm period (about three million years ago). It suggested that Earth system sensitivity to elevated atmospheric carbon dioxide concentrations is 30–50% greater than the response based on the fast-adjusting components that are accounted for in the more common estimates of climate sensitivity.

To conclude, (i) the AR4 assessment of climate sensitivity remains consistent with existing data, but (ii) there is initial evidence from palaeoclimatic studies that the long-term Earth system sensitivity to elevated greenhouse gas concentrations is greater. The patchy nature of proxy climate data far back in time, and the deficient understanding and capability to model
processes involved in long-term climate dynamics imply that the results concerning Earth system sensitivity must be regarded as tentative.

Both climate sensitivity and Earth system sensitivity refer to equilibrium climate change, which is distinct from the climate change to be expected over the 21st century. Model simulations indicate that the response time of the climate system increases with its sensitivity. This means that, at any given point in time, a larger fraction of the final equilibrium warming will have been realised if the sensitivity of the climate system is low than if it is high. The rate of climate change over the next hundred years would in such a case not be as uncertain as would be inferred from the large uncertainties in climate sensitivity and Earth system sensitivity. On the other hand, the same relationship between response time and sensitivity also makes it more difficult to estimate equilibrium climate sensitivity from the warming observed hitherto.

7.2 Feedback

As mentioned above, the role of feedbacks is crucial for both the climate and Earth system sensitivity. As is evident from the discussion above on more or less unchanged estimates of climate sensitivity, later research on feedbacks has not led to any major changes in knowledge. However, there is some emerging progress not least on climate-carbon feedback (see further down).

A feedback is a process that is triggered by some initial change and either enhances it (a positive feedback), or counteracts the initial change (a negative feedback).

In AR4 (WGI, Chapter 8, page 591), climate feedback findings were summarised as follows:

Cloud feedbacks have been confirmed as a primary source of these differences, with low clouds making the largest contribution. New observational and modelling evidence strongly supports a combined water vapour-lapse rate feedback of a strength comparable to that found in General Circulation Models (approximately 1 W m⁻² °C⁻¹, corresponding to around a 50% amplification of global mean warming). The magnitude of cryospheric feedbacks remains uncertain, contributing to the range of model climate responses at mid- to high latitudes.

and

To explore the potential importance of carbon cycle feedbacks in the climate system, explicit treatment of the carbon cycle has been introduced in a few climate AOGCMs and some Earth System Models of Intermediate Complexity (EMICs).

7.2.1 Water vapour and cloud feedback

The most important “fast” feedbacks concern atmospheric water vapour (positive feedback – an initial warming increases the water retaining capac-
ity of the atmosphere. Water vapour, being a greenhouse gas, drives the temperature to rise even more), changes in surface snow and ice cover (positive) and clouds (positive or negative feedback). Figure 12 summarises previous studies in that the sign and size of the water vapour feedback is quite robust.

Figure 12. Comparison of GCM climate feedback parameters for water vapour \(\text{WV}\), cloud \(\text{C}\), surface albedo \(\text{A}\), lapse rate \(\text{LR}\) and the combined water vapour plus lapse rate \(\text{WV} + \text{LR}\) in units of \(\text{W m}^{-2} \text{C}^{-1}\). ‘ALL’ represents the sum of all feedbacks. The various symbols and colours depict different methodologies. The vertical bars depict estimated uncertainty. (Figure 8.14 in AR4, WGI, Chapter 8.)

This is further emphasised by recent studies looking into observations\(^{184,225,226,227,228,229,230}\). One exception is a study that indicates a decrease in water vapour in the tropical upper troposphere\(^{231}\). The authors present the data with a caveat. The NCEP reanalysis utilises radiosoundings, and does not take into account satellite-derived humidity in the tropics.

Compared to water vapour feedback, there is more uncertainty regarding cloud feedback, not least in respect of low clouds. Understanding cloud feedbacks is probably the most important aspect in narrowing uncertainty in climate projections. In particular, how the amount or properties of low-level clouds might change due to greenhouse gas forcing is a crucial aspect. The climate models used in AR4 indicated a predominant decrease in low- and mid-level clouds during the 21st century, particularly in mid-latitudes, and an increase in the altitude of the highest clouds (AR4, WGI, Fig. 10.10). The cloud feedback in practically all current models was found to be positive when evaluated by rigorous methods, but with a very large inter-model variation in the magnitude of the feedback (Figure 12).
Studies on clouds and cloud feedback have continued since AR4 (e.g. 232,233) with additional insights into the relevant processes and the difficult-to-quantify ability of climate models to represent these aspects. Still, studies based on various observational data can arrive at quite different conclusions ranging from positive low-level cloud / climate feedback 234 to negative feedbacks 235. The latter study has been shown to contain serious errors 236. Generalisation of any particular finding based on some specific observation to long-term global warming prospects requires much caution.

All in all, the level of scientific understanding of cloud feedback has not changed very much since AR4. Despite the considerable spread in cloud feedback in climate models, the overall result in climate projections is still a clear and significant warming due to anthropogenic forcing.

For the Earth system, “slow” feedbacks such as changes in the large ice sheets can also play a role 222 (See Section 7.1).

Research into feedbacks is extensive and intensive. Some of the relevant mechanisms involving biogeophysical and biogeochemical effects have already been discussed in conjunction with land use and ocean acidification. A complementary discussion follows below, focusing on climate-carbon and cloud feedback.

### 7.2.2 Climate-carbon feedback

Some carbon cycle feedbacks – changes in carbon sinks and sources in the ocean due to climate change have already been discussed in conjunction with ocean acidification (see Section 3). Another likely feedback between climate and carbon concerns terrestrial systems, in which carbon is taken up, stored and released by vegetation and soil. The soil carbon pool, globally, is larger than the atmospheric and vegetation pools. Vegetation and soil exchange carbon with the atmosphere through photosynthesis, respiration and volatilisation in fires. Episodic events such as droughts 237, storms and fires cause vegetation mortality and may affect soil biogeochemical processes, typically resulting in a strong temporary increase in respiration.

In AR4 (WGI, Chapter 7, page 501), findings from climate models with a coupled carbon cycle (ocean and terrestrial carbon) were summarised thus:

The first-generation coupled climate-carbon cycle models indicate that global warming will increase the fraction of anthropogenic CO$_2$ that remains in the atmosphere.

This positive climate-carbon cycle feedback leads to an additional increase in atmospheric CO$_2$ concentration of 20 to 224 ppm by 2100, in models run under the IPCC (2000) Special Report on Emission Scenarios (SRES) A2 emissions scenario.

As is evident, there is a considerable spread in the results of such coupled models, as there is in the pure physical climate system models. Still, the sign, if not the size (e.g. 67,238,239), of the climate-carbon feedback is robust across the models as well as inferences from historical records.
Similar findings indicating weaker net carbon uptake when feedbacks are taken into account are contained in the more recent literature\textsuperscript{240,241,242}. Climate change simulations by five Dynamic Global Vegetation Models (DGVM) show increased carbon uptake due to CO\textsubscript{2} fertilisation. The response of the carbon cycle to climate change itself (changes in temperature, etc.) varies more\textsuperscript{243}. The net response, however, is the same: a positive climate-carbon feedback (release of stored land carbon). Under the A1FI emission scenario, three of the five DGVMs simulated a switch from a net sink to a net source of atmospheric carbon from land ecosystems by the end of the 21\textsuperscript{st} century.

In present climate/carbon models, nitrogen is not explicitly accounted for, whereas nitrogen-carbon interactions in ecosystems are increasingly being built into ‘offline’ dynamic vegetation models. The availability of nitrogen limits plant production in many terrestrial ecosystems and when this constraint is taken into account, the direct implication would be reduced carbon uptake under global warming because CO\textsubscript{2} fertilisation is suppressed\textsuperscript{244,245}. However, depending on the particular ecosystem and for small to moderate warming, increased decomposition in warmer soils can also increase the availability of nitrogen, and thus increase land carbon uptake. The global effect of nitrogen limitation may nevertheless be reduced carbon sinks. Compared to climate-carbon modelling results without nitrogen interactions, the effect could be 50 ppm of additional atmospheric CO\textsubscript{2} by the year 2100\textsuperscript{245}.

Quite a lot of the carbon in terrestrial systems is found in regions subject to permafrost conditions. In these areas, the carbon balance may be particularly vulnerable to warming as the permafrost melts and the fossil carbon it contains begins to respire. A recent article suggests that the amount of carbon stored in the permafrost may be twice as large as suggested by earlier estimates\textsuperscript{246}. Potentially, the carbon loss due to climate warming could be around 0.5–1.0 GtC/year over the 21\textsuperscript{st} century, leading to accumulated emissions of around 50–100 GtC by 2100.

In addition to possible climate change-induced carbon release, permafrost areas could also start releasing nitrous oxide (N\textsubscript{2}O) as a result of continued warming\textsuperscript{247}. This would add to the positive climate-carbon feedback from permafrost regions.

7.2.3 Climate-Atmospheric chemistry feedback

The presence of chemically reactive species in the atmosphere can in principle also lead to feedbacks, with consequences for the climate sensitivity. Examples are: increasing temperature leading to increasing emissions of biogenic volatile organic carbon (BVOC, see above), leading to more secondary organic aerosol and consequently some cooling influence (negative feedback). Increasing temperature, on the other hand, may shift the equilibrium between the liquid phase (aerosol) and the gas phase towards the latter,
leading in turn to less aerosol, and hence a warming influence (positive feedback). Research to quantify the importance of feedbacks related to atmospheric chemistry is entering a new phase of development\textsuperscript{248}. 
8. Climate projections, new emission scenarios (RCPs) and climate prediction

8.1 Global climate modelling

Many of the global climate modelling findings that were available for AR4 were achieved within the Coupled Model Intercomparison Project 3\textsuperscript{14} (CMIP3), and were derived using the models of the various research teams all around the world. CMIP3 provided coordination and thus facilitated more comprehensive and consistent research into climate projections than if the groups had had their own experimental protocols. The CMIP3 runs continue to support new studies. By April 2010, the CMIP3 website listed about 550 papers\textsuperscript{249}, quite a few of which date from 2007 or later.

A new phase of CMIP is underway (CMIP5)\textsuperscript{250}. As before, it provides suggestions for coordinated simulations, and invites all groups to contribute. The simulations are expected to be completed before the next IPCC Assessment, so that new findings will be available for it, including climate model evaluations, projections and new insights into climate processes as well as key feedbacks.

CMIP5 focuses on two time horizons. One of them is comparable to CMIP3, and covers the entire 21\textsuperscript{st} century. Some runs will be extended until 2300. The other time horizon is near-term predictions (some 10–30 years). The CMIP5 setup recognises that different research groups have different computing and human resources, and also that whereas some climate models still consider only physical climate system components (atmosphere, ocean, land surface, sea ice), there are now also a number of models that incorporate interactive biospheric components and atmospheric chemistry. Thus, in addition to “core” experiments, there are additional “tiers” that address specific key issues.

The same core-tier set-up characterises the choice of emission scenarios. The latter consider the new set of Representative Concentration Pathway scenarios\textsuperscript{251} (RCP) that extend from 2006 to 2300. In contrast to the earlier SRES emission scenarios underlying the CMIP3 and thus AR4 global climate projections, the RCPs are prepared in terms of radiative forcing changes taking place by 2100. The 2100 radiative forcing provides the labelling of the RCPs: RCP2.6, RCP4.5, RCP6.0 and RCP8.5. These span much of the earlier SRES scenario range, but also extend it to lower climate forcing levels. In terms of present climate policy approaches RCP2.6 is probably the most interesting from the mitigation point of view. The higher RCPs are
interesting for studying impacts and vulnerabilities that could be avoided by climate mitigation. One should note that RCP2.6 is one of the tiered simulations, rather than being at the core (Figure 13), which suggest that not all the models necessarily run RCP2.6 experiments.

<table>
<thead>
<tr>
<th>Tier</th>
<th>#</th>
<th>Experiment</th>
<th>Notes</th>
<th># of years</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>4.1</td>
<td>RCP4.5 (2006-2100)</td>
<td>Radiative forcing stabilizes at ~4.5 W m$^{-2}$ after 2100. (if ESM, save CO$_2$ fluxes from the surface to calculate allowable emissions)</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>4.2</td>
<td>RCP8.5 (2006-2100)</td>
<td>Radiative forcing reaches ~8.5 W m$^{-2}$ near ~2100. (if ESM, save CO$_2$ fluxes from the surface to calculate allowable emissions)</td>
<td>95</td>
</tr>
<tr>
<td>TIER 1</td>
<td>4.3</td>
<td>RCP2.6 (2006-2100)</td>
<td>Radiative forcing peaks at ~2.6 Wm$^{-2}$ near 2100.</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>RCP6 (2006-2100)</td>
<td>Radiative forcing stabilizes at ~6 W m$^{-2}$ after ~2100.</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>4.1-L</td>
<td>RCP4.5 extended through year 2360</td>
<td>Extension of expt. 4.1 through the end of the 23rd century.</td>
<td>2x200</td>
</tr>
<tr>
<td>TIER 2</td>
<td>4.2-L &amp; 4.3-L</td>
<td>Extend RCP8.5 &amp; RCP2.6 through year 2300</td>
<td>Extension of expts. 4.2 and 4.3 through the end of the 23rd century.</td>
<td>2x200</td>
</tr>
</tbody>
</table>

Figure 13. CMIP5 future climate projection set-up (Table 4 in$^{250}$).

As noted earlier, there have been quite a few additional analyses based on CMIP3 since 2006–2007, and these have led to various specific new results. There have also been new climate model projections, and not least simulations with added Earth system components (vegetation, chemistry, etc.). This will be further explored among the CMIP5 tiered studies.

8.2 Climate prediction

The near-term projection focus in CMIP5 is something that is becoming known as *climate prediction* (as opposed to *climate projection* and *climate scenarios*)$^{252}$. It follows earlier lines of research on decadal prediction, but with an explicit consideration of anthropogenic forcing whilst attempting to capture the actual course of natural variability. The underlying idea is to utilise possible “memory” in ocean conditions (sub-surface heat content) that exhibit longer time constants than the atmosphere does (i.e. respond more slowly to forcing and changes in other climate system components). For example, the strength of the North Atlantic thermohaline circulation is characterised by long time scales and is potentially predictable for longer periods. To the extent that phenomena that significantly affect the atmosphere can be predicted, there are at least prospects of improving short-term climate projections for the next one or two decades$^{253,254}$. This could mean,
for example, foretelling possible temporary pauses in the warming trend such as the one experienced over the last few years, or the opposite of this, an enhanced warming period, due to aligning natural variations and anthropogenic forcing.

Predictability in the climate system is affected by both initial conditions and external forcing. Weather prediction for time scales ranging from hours to a couple of weeks is largely based on knowledge of the initial conditions—observed weather conditions in the atmosphere and the surface ocean. By contrast, climate projection for multi-decadal and longer time scales is based on scenarios of external forcing. In the anthropogenic context, this means emissions and subsequent changes in atmospheric greenhouse gas concentrations and particles.

The reasons for including only external condition information in climate projection are threefold. First, the climate system “memory” of atmospheric initial conditions is lost rapidly, due to the chaotic nature of atmospheric dynamics. Second, climate projections/scenarios target the climate (statistical properties of the climate system state including averages, variability and extremes). A sufficiently long model simulation will include both (e.g.) relatively warm and relatively cold periods, which means that the essentials of natural variability are also captured, even though their course may be different than in reality. Third, although some longer-lasting initial condition information may be available, especially in the ocean, a lack of sufficient observations and biases in climate models complicate the use of this information. Ocean currents, sub-surface water temperature and salinity are observed much less regularly than the atmospheric weather.

Nevertheless, by including initial ocean conditions some success has been seen in seasonal prediction. The most important example of this is the El Niño – Southern Oscillation (ENSO) phenomenon in the tropical Pacific area. Current models provide useful predictions of ENSO for a lead time of 6–12 months. In some specific cases, the phenomenon may be predictable two years in advance. Because the tropical atmosphere is strongly controlled by sea surface temperatures, a good forecast of ENSO-related tropical Pacific sea surface temperature variations also allows useful prediction of seasonal temperature and precipitation anomalies in large parts of the tropics, and to a lesser extent, in some extratropical areas such as North America.

Research on decadal climate prediction is still in its infancy. Two recent studies suggest that decadal predictions including initial-condition information may have more skill than projections based on external forcing alone, but the origin of the skill and its statistical significance have not yet been well evaluated. The first of these studies concluded that at least half of the years between 2009 and 2014 should be warmer in terms of the global mean temperature than the warmest years hitherto (1998 or 2005). In contrast, the second study suggests that cooling associated with natural variability may offset anthropogenic global warming during the next decade, yield-
ing little net change. In particular, this study predicts a temporary weakening of the Atlantic Ocean overturning circulation, and a resulting slight cooling of European and North American surface temperatures during the next decade despite increasing greenhouse gas concentrations.

The prospects for decadal prediction are best for those aspects of the climate that are most directly affected by sea surface temperatures. This concerns first and foremost air temperature over the oceans themselves, notably the northern North Atlantic, but model simulations indicate that some more modest temperature predictability also extends to nearby and downstream land areas such as Scandinavia\textsuperscript{261}. Further inland, the predictability associated with oceanic initial conditions is largely drowned by the “noise” generated by purely atmospheric processes. Models also indicate that precipitation is considerably less predictable on decadal time scales than temperature is, with nearly negligible predictability over land areas as a rule.

Whether the predictability associated with initial conditions can be sufficiently skilfully captured in climate models remains unclear for the time being. Climate prediction for the next 10–30 years will be assessed more systematically in the next IPCC assessment to be completed in 2013, using model simulations conducted as a part of CMIP\textsuperscript{5}250.

8.3 Regional climate modelling

In AR4, much of the information on regional climate projections was derived from global climate modelling. As global climate models have a relatively coarse resolution, the results they can provide address fairly large scales. More specific regional-scale climate projections come from regional climate modelling as well as statistical downscaling techniques. In AR4, several such studies were assessed, but due to the heterogeneity of methodologies and study set-ups, the resulting overall assessment remained patchy.

Regional climate modelling has also advanced since AR4\textsuperscript{262}. A number of coordinated initiatives involving multiple models have been put forward. So far, however, few new conclusions about the future climate at the regional scale have emerged. Some of the major technological achievements taking full advantage of ensembles techniques and new research utilising these are very recent, and have thus not yet been published in the scientific literature.

Four major initiatives since AR4 should be highlighted:

- One of the research themes of the very recent European ENSEMBLES project\textsuperscript{263} was to explore probabilistic climate scenarios for Europe. Although major advances in the methodological approach were achieved within ENSEMBLES, the main limitation in producing climate scenarios for Europe is unchanged. The first and foremost reason for this is that the global models that provide boundary
conditions for regional climate modelling were essentially the same as already used in the regional climate modelling underlying the results assessed in AR4. The largest source of uncertainty in the regional projections for Europe is related to possible changes in atmospheric circulation as also pointed out in AR4. However, improved understanding of systematic behaviour of also systematic biases in regional climate model\textsuperscript{264} is important in narrowing model spread (i.e., to reduce such climate projection uncertainty as arises due to different models).

- The North American project NARCCAP\textsuperscript{265}, which was reported upon briefly in AR4, but has since progressed considerably, is now performing new analyses on regional climate change projections for North America\textsuperscript{266}.
- The East Asian project RMIP\textsuperscript{267} follows the same approach as the above-mentioned initiatives for Europe and North America, but for temperate East Asia.
- Finally, CORDEX: a new and very extensive COordinated Regional climate Downscaling EXperiment has recently been designed\textsuperscript{268}. It aims to provide coordinated regional climate change information by means of both dynamical and statistical methods, not least for impact and adaptation studies. CORDEX is an international effort and plans to address many world regions. The first concentrated study region is the African continent.

Thus, over the next few years, a considerable amount of new advanced knowledge on the utility and projections of regional climate models is expected to emerge and be available, e.g., for AR5, the upcoming IPCC fifth Assessment Report due in 2013–2014.
9. Tipping points

So-called tipping points in the climate system can be thought of as "points of no return", when a relatively small additional forcing induces a larger or much faster change than due to earlier forcing. Already before this point, the occurred forcing that has taken place may have led to some gradual change. A tipping point marks a significant change in the response of the system in question, brought about by crossing a threshold in the system’s resilience or its capacity to withstand forcing.

A tipping element is some part of the Earth system that has a tipping point (see Figure 14). The system change after passing a tipping point can be either “rapid” or “slow”, and the change that ensues can be either permanent or potentially reversible. These tipping points might in turn be related to key vulnerabilities in ecosystems and societies.

Figure 14. Possible major climate system tipping elements according to. The background colour shows population density. (© Copyright 2008 National Academy of Sciences, U.S.A.)
Some potential climate system tipping points are:

- **Arctic summertime sea-ice.** As is discussed in Section 2.3, the extent of Arctic sea ice cover in summer 2007 was an all-time low for the period with satellite sea ice data (about the last 30 years). While the following summers did not show even larger reductions, a tipping might ensue when the gradual increase in the loss of summertime sea ice leaves less and less multi-year ice and thus preconditions the Arctic to even larger summertime ice losses\(^{272}\). There is considerable debate within the literature regarding the existence of a tipping point in sea ice\(^{273}\).

- **Greenland ice sheet (GIS).** Climate warming affects the mass balance (net accumulation and melt) of the GIS. At a certain amount of net melt, the GIS may pass a tipping point and continue to shrink, quite possibly irreversibly. This transition would take several centuries\(^{270,274}\).

- **West Antarctic ice sheet (WAIS)** is probably more sensitive to warming influences than other major parts of the Antarctic ice sheet. The WAIS is considered to be more resilient than the GIS, but there is paleoclimate evidence of destabilisation of the WAIS in warm epochs in the distant past.

- **Atlantic meridional overturning circulation (MOC)** It has been known for some time that the large-scale North Atlantic overturning circulation can have circulation regimes where deep water forms in the northern part of the basin, and other regimes where such deep water formation is shut off or shifted elsewhere. Alterations between such circulation states may have been responsible for some of the millennial-scale climate variability that has been inferred from the Greenland ice cores. In past decades, this circulation has been considered to be driven by temperature (“thermo”) and salinity (“haline”) differences, and is referred to as thermohaline circulation. More recent research has shown that due to low vertical mixing in the ocean, wind forcing in the Atlantic probably plays a bigger part in driving this circulation (sometimes referred to as the conveyor belt) than previously thought. Nevertheless, if the surface waters in the deep-water formation regions around Greenland warm up and/or freshen sufficiently, deep water formation may be reduced\(^{274}\). A dramatic change is considered rather unlikely, but many climate models (AR4) do project some slowdown as global warming progresses.

- **Indian summer monsoon (ISM).** During the last glacial period, the ISM exhibited rapid variability. During recent years, it may have been affected by the so-called atmospheric brown cloud (massive regional air pollution) over the Indian sub-continent and the Indian Ocean\(^{275}\). The soot particles in this cloud originate from human activities. Its presence reduces the seasonal land-ocean temperature difference.
which is a crucial driver of the ISM. In some model simulations the brown cloud can lead to more frequent droughts. As a tipping point this one is reversible, since its origins can be traced to particulate pollution

- **Sahara/Sahel and the West African monsoon (WAM).** Following the termination of the last glacial period, the Sahara/Sahel region was far greener than today. This is thought to have been the result of slight differences in the seasonal cycle of insolation (roughly speaking, solar heating) which varies over longer time scales due to changes in orbital factors and the inclination of the Earth’s axis. However, the collapse of regional vegetation around 5000 years ago occurred faster than the orbital forcing changed. The reason could be vegetation feedback. Nevertheless, this system is highly dependent on WAM circulation. In some climate model simulations for the 21st century, changes are brought about that lead to a wetting of parts of the Sahel. The ensuing greening would be a rare example of a “beneficial” tipping element

- **Amazon rainforest.** The precipitation climate of the Amazon basin is sensitive to deforestation, and the ecosystems to precipitation. Increased frequency of droughts and overall warming in the course of climate change could lead to an almost irreversible reduction in forest cover. There is considerable uncertainty as to the likelihood of this, as there is a complex interplay between land use, local precipitation and large scale climate change.

There are yet other tipping elements, such as methane hydrates in various parts of the global ocean floor. Oceanic warming could destabilise these, thus leading to a release of methane. The timescale associated with this is long, perhaps thousands of years. However, as methane is a potent greenhouse gas, such an event would continue climate forcing, even well after the anthropogenic emissions of greenhouse gases are cut. Similarly, possible methane release from thawing permafrost is a candidate for a tipping element (see Section 7.2.2).

The likelihood of when (i.e. at which amount of climate forcing) these various tipping points may be encountered is largely unknown. Probability estimates based on subjective expert assessments of some of these tipping elements have been reported as ranging from less than 10% when warming is contained below 2°C, up to more than 50% if the warming exceeds 4°C. However, the spread of expert assessments is quite large, emphasizing the large uncertainties in these estimates.
10. Science of stabilisation

Climate science underlies the societal response to climate change, including mitigation and adaptation. Whereas many of the related aspects concern social and technical sciences, important fundamental physical climate science aspects are of course relevant as well. Projections of climate change can clarify adaptation needs and challenges, as well as what mitigation actions would need to be pursued politically in order to achieve goals for reducing anthropogenic climate forcing and stabilising the climate. The central physical climate science issues herein relate to climate system sensitivity (how will the climate change as a response to forcing, see Section 7), inertia in the climate system (how fast does the climate system react to emission changes, including reductions), Earth system feedback (changing carbon cycle as a response to climate change, see Section 7) that might reduce the “allowable emission space”, etc.

While climate science cannot prescribe decision, it may provide relevant information to support policy. Often, however, there is a gap between the nature of the science output and stakeholders’ needs. Science can be made more accessible, for example by assessing available results in terms of policy-related issues, such as proposed climate stabilisation targets.

Recent research on these issues is discussed below. In some cases, the highlighted literature overlaps mitigation issues that fall outside the core physical climate sciences aspects.

10.1 Climate stabilisation targets

By climate stabilisation we refer to developments that keep the atmospheric concentration of greenhouse gases from increasing above some specific level and/or limit global mean warming due to anthropogenic forcing to some set amount. These two metrics are related, but there are uncertainties in terms of how they map to each other (cf. climate sensitivity). Furthermore, the same is true for the relationship between emissions and atmospheric concentrations (cf. carbon cycle feedback). Another, albeit shorter-term, issue is the increasing need to reduce emissions of greenhouse gases and soot when emissions of the precursor gases of atmospheric particles with a negative radiative forcing effect are reduced. As the latter exert some cooling influence, their removal leads to net warming, unless there are compensating reductions in the greenhouse gas and soot emissions.

An important constraint is how fast the climate system reacts to forcing, and how long the effect persists in the climate system (cf. “overshooting” or “peaking” emission pathways). On the one hand, if emissions were re-
duced immediately to zero, atmospheric concentrations of greenhouse gases would start to decline slowly, so allowing us to avoid a long-term warming corresponding to peak concentration levels\textsuperscript{286}. On the other hand, a significant fraction of past and future carbon dioxide emissions are nevertheless expected to stay in the atmosphere for several hundred years. Therefore, when considering the long-term climate change commitment, the cumulative amount of emissions is more important than their precise distribution over time\textsuperscript{287,288}. This, however, does not mean that other formulations of emission targets, such as sectorial targets or targets for different time periods, are not useful to guide climate change mitigation\textsuperscript{289}.

A positive climate-carbon feedback affects the “allowable emission space”, in the sense that when targeting some atmospheric stabilisation level, or a temperature target, the compounded emissions must be smaller than otherwise.

In broad terms, recent research that attempts to capture the effects of climate-carbon feedback associates the so-called 2-degree climate target to around 1000 GtC total cumulative CO\textsubscript{2} emissions or less\textsuperscript{290,291,288}. As the cumulative anthropogenic emissions hitherto, including those from land use change, are around 500 GtC, the implication is that the remaining CO\textsubscript{2} emission space is largely comparable to the cumulative historical emissions. A closer quantification depends, among other things, on the desired likelihood of staying below the 2-degree target. Furthermore, while the future warming is likely dominated by CO\textsubscript{2} emissions, aerosol cooling effects and the warming effect of other greenhouse gases also need to be considered\textsuperscript{288,291}. Finally, other climate stabilisation targets of course imply other cumulative and remaining emission amounts.

In addition to implied constraints to the cumulative emissions, another implication is that the timing of the global emission peak and the speed of the subsequent emission reduction rates are related. A delay in the peak emissions implies a need of faster emission reduction rates later on.

10.2 Climate change commitment

According to AR4, had the atmospheric concentration of greenhouse gases stabilised at the level attained in 2000, there would still have been a continued global mean warming of around 0.3–0.9°C by the end of this century. This results from climate system inertia, i.e., it takes time for the climate system to respond fully to forcing\textsuperscript{292}. The measure of this lingering effect is called the climate change commitment. This of course implies that even after the atmospheric concentration of greenhouse gases is stabilised, there will still be some further climate change to come thereafter.

The uncertainty surrounding the climate effects of aerosols (see Section 5.2) is an important complication in assessing the climate change commitment. Should the negative aerosol radiative forcing be larger than in many
earlier estimates\textsuperscript{293,294}, it would imply that those studies of climate sensitivity that are based on the instrumental data period assume a too small an aerosol cooling effect and, consequently, underestimate the greenhouse gas warming effect and thus climate sensitivity. This, in turn, would imply that current climate change projections would tend to underestimate the future warming due to historical, as well as continued, greenhouse gas emissions.

The climate impact commitment, like the climate change commitment, is probably quite incompletely measured in terms of the global mean temperature. Impacts, such as on ecosystems, also host inertia in their responses, which means that climate impacts continue beyond climate stabilisation\textsuperscript{295}.

In terms of policy-relevance, aspects like ocean acidification and tipping points might well fall under the range of aspects that could be evaluated when defining Dangerous Anthropogenic Interference (DAI) with the climate system, as referred to in Article 2 of the United Nations Framework Convention on Climate Change (UNFCCC)\textsuperscript{271,296}.

As such, the likelihood that we approach tipping points at least qualitatively increases with climate change, i.e. with distance to the present-day climate. Increased risks in this area in turn represent a particular climate change commitment aspect that has not been thoroughly explored in policy.

As yet, science can give us at best broad quantitative estimates of the long-term consequences of anthropogenic greenhouse gas emissions. The relatively slow progress on some key fronts such as climate sensitivity (Section 7) suggests that this scientific uncertainty may not come to be reduced in the near future. On the other hand, the qualitative understanding of time lags in the climate system already is already quite robust. This tells us that if the goal is to stabilise the climate at some given level, emissions need to be reduced well before their full effects on the climate and the Earth system are with us.
Sammanfattning


Några av de viktigaste slutsatserna som dras i den senaste litteraturen är bland annat följande:

- Tecknen på pågående klimatförändringar är uppenbara. Uppvärmningen under de senaste åren har inte varit så kraftig som under de omedelbart föregående åren, men detta faller inom ramen för förväntade kortsiktiga variationer på grund av till exempel interna variationer i klimatsystemet
- Den globala havsnivån fortsätter att stiga. Nyligen gjorda uppskattningar av den framtida höjningen av havsnivån visar på värden i den övre delen och till och med bortom AR4-spannet. På grund av att det alltjämt finns begränsningar med modelleringen av dynamiken i istäcket är många av dessa nyare studier baserade på semiempirisk modellering eller slutsatser från klimatvariationer långt tillbaka i tiden
- Havsisminimum i Ishavet sommaren 2007 åtföljdes inte av ännu lägre siffror, men den långsiktiga trendens natur är oförändrad och går i riktning mot en fortsatt minskning av havsisens utbredning
- Delar av istäcket på Grönland har visat på en snabb avsmältning de senaste åren. Man har inte kunnat bevisa huruvida det är fråga om tillfälliga företeelser eller ett tecken på en accelererande trend. Istäcket i Antarktis håller också på att minska i massa enligt mätningar
- Det så kallade andra koldioxidproblemet, havsförsurning, är ett ämne som det forskas om i allt högre grad. Medan ökningen av surhetsgraden i havsvattnet är ganska enkel att kvantifiera vid en given ökning av koldioxidnivåerna i atmosfären är påverkan på de marina systemen oklar
- Det finns inga starka belägg på större förändringar i de tropiska cyklonernas beteende som en följd av den globala uppvärmningen, även om en viss gradvis intensifiering av de starkaste cyklonerna är möjlig vid en fortsatt global uppvärmning
Efter ganska många år av avsaknad av betydande förändringar i koncentrationen av metan i atmosfären sedan tidigt 1990-tal, har man sett en förnyad ökning sedan 2007.

Solens 11-årscykels påverkan på de globala temperaturerna är liten och även om det är möjligt att vi går in i en längre period av låg solaktivitet så kommer detta som bäst att tillfälligt bromsa in den framtida uppvärmningen. Hypotesen om galaktisk kosmisk strålning/moln/klimat förblir obevisad.

Det har varit svårt att tillskriva den uppvärmning i Arktis som observerats till antropogenisk klimatpåverkan på grund av den betydande naturliga variabiliteten i regionen. Sådan tillskrivning (attribution) görs nu i allt högre grad. Attributionsstudier har allmänt börjat få en mer småskalig fokus jämfört med tidigare globala eller kontinentala omfattning, såsom var fallet i AR4, och innehålla ett bredare spektrum av variabler utöver temperaturen. Man har nu även upptäckt uppvärmning över en del av det antarktiska istäcket.

Uppskattningsarna av klimatkänsligheten är i stort sett oförändrade sedan AR4.

Koldioxidkoncentrationen kan öka mer vid en given mängd globala utsläpp än enligt tidigare bedömningar, i ljuset av nya studier av återkopplingar mellan klimatet och kolcykeln, och möjligheten att klimatförändringen minska effektiviteten hos naturliga kolsänkor.

En positiv återkoppling mellan klimatet och kolcykeln minskar ett eventuellt ”tillåtet utsläppsutrymme”, i den mening att när man sätter upp ett mål för stabilisering av halterna i atmosfären, eller ett särskilt temperaturmål, måste de totala utsläppen vara lägre än om kolcykeln inte reagerade på klimatförändringar.
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“The ultimate objective of this Convention and any related legal instruments that the Conference of the Parties may adopt is to achieve, in accordance with the relevant provisions of the Convention, stabilization of greenhouse gas concentrations in the atmosphere at a level that would prevent dangerous anthropogenic interference with the climate system. Such a level should be achieved within a time-frame sufficient to allow ecosystems to adapt naturally to climate change, to ensure that food production is not threatened and to enable economic development to proceed in a sustainable manner.”
Physical Climate Science since IPCC AR4
A brief update on new findings between 2007 and April 2010

This report provides an update of the IPCC Fourth Assessment Report (AR4), focusing on the physical climate system that in the IPCC work is addressed by its Working Group I. The report considers progress in understanding of the human and natural drivers of climate change, climate observations, attribution, key climate feedback, as well as ocean acidification. Recent developments and near future prospects of climate modelling are also discussed in brief. Some of the key findings that the recent literature brings forth include:

- Parts of the Greenland and Antarctic ice sheets have shown rapid melt over recent years.
- Solar cycle effects on global temperatures are small compared to anthropogenic forcing.
- More emerging research on the "other CO2 problem", ocean acidification.
- Climate change may have significant effects on natural carbon sinks.

The report is written by four leading Nordic climate scientists: Markku Rummukainen, Jouni Räisänen, Jens Hesselbjerg Christensen and Halldór Björnsson on behalf of the Nordic ad hoc Group on Global Climate Negotiations. The Nordic ad hoc Group on Global Climate Negotiations prepares reports and studies, conducts meetings and organises conferences to support the Nordic negotiators in the UN climate negotiations. The overall aim of the group is to contribute to a global and comprehensive agreement on climate change with ambitious emission reduction commitments.